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Abstract- The planning of Stand-Alone Microgrids (SAMG) can integrate Demand Side Management Strategies (DSMSs) using 
the Integrated Resource Planning Framework. Despite that DSMS demonstrate to reduce operational costs of power systems and 
microgrids, there is a paucity of literature exploring how DSMS can affect the planning of SAMG. In this regard, this paper 
presents the design of a DSMS using Integer Linear Programming (ILP) for the planning of SAMG. To evaluate the performance 
of the DSMS in the planning of the SAMG, the proposed methodology uses a ILP formulation for the optimal dispatch of the 
energy sources and the DSMS. The ILP formulation runs inside of a heuristic approximation of the gradient descent method that 
computes the size of the energy sources of the SAMG. Simulation results show reductions in the size of the energy sources and 
the Levelized Cost of Energy when the planning of the SAMG uses the designed DSMS. A sensitivity analysis demonstrates that 
the reductions in the size of the energy sources and the LCOE are consistent under variations in the Diesel price, Global 
Horizontal Irradiation and Battery Energy Storage System costs. 

Keywords Stand-alone microgrids, day ahead tariffs, demand-side management, generation forecasting, demand forecasting. 

 

1. Introduction 

The access to affordable and high-quality electricity is 
considered one of the barriers to overcome in order to achieve 
sustainable economic and social development in rural areas 
[1]. National grids usually provide cheaper energy to the 
customers than isolated solutions. However, its extension to 
remote areas is not always the best approach. Local 
governments must face capital scarcity and challenging 
constructions due to the geographical conditions in remote 
areas. If the current grids cannot increase power generation, or 
the connection of new loads can compromise its reliability, the 
extension of the grid becomes unfeasible [2]–[6]. In these 
scenarios the installation of Stand-Alone Microgrids 
(SAMGs)  to provide energy to isolated communities 
represents a better alternative [7]–[12]. 

 

The integration of Renewable Energy Resources (RERs) 
in SAMG projects introduces uncertainties that need to be 
addressed in the sizing and energy management of the 
microgrid [13]–[16]. One of the ways to deal with it, it is the 
use of Demand Side Management Strategies (DSMSs). 
Sending a signal to the customers to increase or decrease the 
consumption can reduce the risk of excess and lack of energy 
introduced by RERs. Additionally, DSMSs can reduce 
operational costs, harmful environmental emissions, and 
increase the reliability of the SAMG [17]–[19]. 

Palma-Behnke et al. introduce a DSMS based on sending 
information to the customer about the availability of energy in 
the microgrid [20]. Lighting a red, yellow, or green LEDs, 
they inform the customers to make a significant reduction, 
medium reduction or keep the current electrical consumption 
respectively. The signals are communicated several hours in  
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Cots analysis  
𝐹𝐶#$ Fixed costs for the PV system USD 
𝐹𝐶%& Fixed costs for the Diesel generator USD 
𝐹𝐶' Fixed costs for the BESS USD 
𝐹𝐶%( Fixed costs of the DR USD 
𝐶%& Installed diesel capacity kW 
𝐶' Installed BESS capacity kWh 
𝐶#$ Installed photovoltaic system 

capacity 
kW 

𝐶%( Installed DR system capacity kW 
𝐼𝐼#$ Unitary initial investment of the PV USD/kW 
𝐼𝐼%& Unitary initial investment of the DG USD/kW 
𝐼𝐼'  Unitary BESS initial investment\ USD/kWh 
𝐼𝐼%( Unitary initial investment of the DLC 

system 
USD/kW 

𝑀#$ Unitary maintenance costs of the PV USD/kW-
year 

𝑀%&  Unitary maintenance costs of the DG USD/kW-
year 

𝑀' Unitary maintenance cost of the 
storage 

USD/kW-
year 

𝑀%( Unitary maintenance cost of the DLC 
system 

USD/kW-
year 

𝑇𝑉𝐶𝐷𝐺/,1  Total variable costs of the DG USD/kWh 
𝑇𝑉𝐶𝐵/,1 Total variable costs of the BESS USD/kWh 
𝜓4 Fuel price per liter USD 
𝛼 Weighting factor for the BESS costs Unitless 
𝑟 Discount rate Unitless 

   
Sizing process  

𝑇 Period of simulation Days  
𝑑 Day of the simulation                                              Days 
ℎ Hour of the simulation                                             Hours 
𝑘 Iteration of the simulation                                        Unitless 

𝐶:,;<=> Minimum value of capacity 𝑥 kW, kWh 
𝐶:,;<@/ Medium value of capacity 𝑥 kW, kWh 
𝐶:,;<A: Maximum value of capacity 𝑥 kW, kWh 
𝐶%(,;<A: Maximum value of DR  kW 
∆𝐶:,; Capacity step for the search algorithm kW, kWh 
𝑇𝐶:,;		 Total operational costs USD 
𝑇𝐶:,;D  Total costs in the surroundings of the 

found minimum 𝑇𝐶:,;
E∗ . 

USD 

Table 1 Variable declaration 

advance. Any economic incentive or punishment is designed 
to incentive consumers to participate. 

Mazidi et al. introduce a DSMS to improve the reserve 
capacity of a microgrid and minimize operational costs [21]. 
Using responsive loads and distributed generation units, they 
create the reserve requirement for compensating renewable 
forecast errors. Residential, commercial, and industrial 
customers can participate in the program either to reduce 
energy consumption or to schedule reserve capacity. 
Agbayani et al. propose a stochastic programming model to 
minimize operating costs and emissions in a smart microgrid 
with renewable sources [22]. A DSMS is formulated to reduce 
the uncertainties introduced by RERs using incentive-based 
payments as price offer packages. Residential, commercial, 
and industrial customers can participate in the DSMS. 

Chenye et al. use dynamic potential game theory to tackle 
the intermittency in wind power generation in a SAMG [23]. 
A decentralized DSMS is formulated to reduce operational 
costs.Self-interests of end users were characterized to know 
the best strategies of the formulated game model. Simulation 
results with field data shown a reduction of 38% of the 
operational costs compared to a benchmark where no DSMSs 
was applied. Kumar et al. design a voltage drop controller that 
is capable to curtail the demand in order to regulate the voltage  

𝑇𝐶:,;∗  Final minimum found USD 
𝛾: Weighting factor for the speed of 

convergence  
Unitless 

𝑔 Defined gap to stop the search 
algorithm 

Unitless 

   
ILP DSMS formulation 
𝑇𝐹𝐶/,1 Total fixed costs USD 
𝑇𝑉𝐶/,1 Total variable costs USD 
𝑉𝐶𝐷𝐺/,1 Variable costs of the DG USD/kWh 
𝑉𝐹𝐶𝐷𝐺/,1 Variable fixed costs of the DG USD 
𝑉𝐶𝐵/,1 Variable costs of the BESS USD/kWh 
𝑉𝐹𝐶𝐵/,1 Variable fixed costs of the BESS USD 
𝑇𝑉𝐶𝐷𝑅/,1 Total variable costs of the DR USD/kWh 
𝐶𝐿𝐸/,1 Cost of lack of energy USD/kWh 
𝐶𝐸𝐸/,1 Cost of excess of energy USD/kWh 
𝑄𝐷𝐺/,1 Quantity of energy delivered by the 

DG  
kWh 

𝑆𝑂𝐶/,1 Quantity of energy stored in the 
BESS 

kWh 

𝑄𝐷𝑅/,1 Quantity of energy changed by the 
DR 

kWh 

𝑄𝐿𝐸/,1 Quantity of energy not delivered to 
the demand 

kWh 

𝑄𝐸𝐸/,1 Quantity of excess energy produced 
by the system 

kWh 

𝑆𝑂𝐶<A: Maximum energy in the BESS               kWh 
𝑆𝑂𝐶<=> Minimum energy in the BESS               kWh 
𝑌𝐺/,1 Binary variable for the DG Unitless 
𝑌𝐵/,1 Binary variable for the BESS Unitless 
𝑌𝐶/,1 Binary variable for the BESS Unitless 
𝑌𝐷/,1 Binary variable for the BESS Unitless 
𝑒/,1  Hourly elasticity of the customers Unitless 
𝐷/,1Q  Initial electrical demand kWh 
𝐷/,1
R  Final electrical demand kWh 
𝜋Q Initial price of the energy USD 
𝜋=>T  Price of the offered incentive USD 

𝑚𝑎𝑥W𝐷/,1
R X Maximum peak demand over the 

simulation horizon 𝑇 
kW 

𝛽 Factor for the reliability of the 
microgrid 
 

Unitless 

 

variability of a SAMG [24], [25]. Results show that the 
proposed drop controller can curtail 19% of the demand ton 
maintain the voltage in the desired limits. 

Majid et al. use Integer Linear Programming (ILP) to 
design a Home Energy Management Controller (HEMC) to 
apply a DSMS [26]. Zhu et al. make a similar work using a 
ILP-Game Theory based approach [27], [28]. Results shows 
that the HEMC effectively reschedule power-shiftable 
appliances and time-shiftable appliances to reduce the peak 
load. Other works using ILP as [29] and [30] show the 
effectiveness of ILP models. References [20]- [30] show the 
benefits of using DSMSs in the operational phase of a 
microgrid. However, they do not consider the potential effect 
of applying a DSMS in the planning phase of a microgrid or a 
SAMG project. 

The Integrated Resource Planning (IRP) framework 
allows microgrid planners to measure the effects of applying 
DSMS in the planning phase [31], [32]. By using this 
framework, Zhu et al. evaluate the impact of load control, 
interruptible loads, and shiftable loads over the design of a 
microgrid in Shanghai, China [33], [34]. The study shows that 
using DSMSs it is possible to reduce the size of the facilities 
of the microgrid, decrease investments, and increase social 
benefits.  
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Despite that Zhu et al. proves that applying a DSMS in the 
planning phase of the microgrid reduces the total costs of the 
project, the two studies do not focus on the design of the 
DSMS [33], [34]. In this regard, the present work aims to 
design a DSMS and evaluate the impact over the total costs of 
a SAMG in the planning phase. To do so, it is proposed a 
methodology that executes the sizing of the microgrid on one 
side and simulates the operation of the microgrid with the 
DSMS on the other side. The sizing is carried out using a 
heuristic algorithm that mimics the behavior of the gradient 
descent method. The simulation of the operation of the 
microgrid is carried out using power and energy balances. The 
DSMS is formulated using ILP, considering that the load and 
weather forecasts are known one day in advance. Economic 
incentives and penalizations for the customers are designed to 
increase or decrease electrical consumption. The DSMS is 
formulated as a function of the installed capacities, allowing 
the sizing methodology and the simulation model work 
together. The cooperative work of the two formulations 
enables the proposed method to find the size of the microgrid 
and the optimal dispatch strategy. A sensitive analysis is 
included considering variations in the solar radiation, the fuel 
price, and the price of the storage system. The study case 
shows a comparison between the proposed method and a 
scenario without DSMS. 

Considering the above, the main contribution of this work 
to the state-of-the-art proceeds as follows:  

• Design of a methodology that can compute the 
size of the energy sources using a heuristic 
approach and the optimal energy dispatch of the 
energy sources using an Integer Linear 
Programming formulation.     

• Design of an incentive based DSMS using an 
Integer Linear Programming formulation to be 
applied on the planning phase of SAMGs.  

• A sensitivity analysis to evaluate the impacts in 
the planning of SAMG of variations in the 
Global Horizontal Radiation, the price of fuel 
and the costs of installing a Battery Energy 
Storage Systems.  

The description of the rest of the document proceeds as 
follows: section 2 presents the formulation of the problem, the 
cost evaluation, and, the proposed solution. Section 3 
describes briefly the proposed iterative search heuristic 
algorithm used for the sizing of the SAMG. Section 4 
introduces the formulation of the DSMS using the Integer 
Linear Programming formulation. The analysis of the results, 
the sensitivity analysis, and comparisons of the proposed 
methodology with a baseline case are presented in section 5. 
Finally; section 6 presents the conclusions and remarks of the 
work. 

2. Problem formulation and proposed solution 

The considered problem is the design of a DSMS and the 
evaluation of their potential impact over the sizing of a 
SAMG. In this matter, solving two problems is required: 
sizing and energy management. In one side, the sizing refers 
to the process of determining the size of each of the generators 
and storage systems that will feed the demand of the 

microgrid. In this process, it is highly desirable to increase 
reliability while minimizing investment costs, output energy 
costs, or fuel consumption, among others [35], [36]. On the 
other side, the DSMS performs the economic dispatch of the 
SAMG. The operational points of each of the technologies are 
set considering weather and demand forecasts. The DSMS 
includes the monetary incentives or penalizations for the 
customers to increase or reduce the consumption, respectively. 

Formulate the sizing and the DSMS requires to know the 
installation and operational costs of each of the technologies. 
To achieve the solution of both formulations simultaneously, 
we formulate the ILP as a function of the installed capacities, 
and the costs on a unitary basis [37], [38]. Section2.1 
introduces the proposed solution for the problem, and section 
2.2 presents the cost models of the energy sources. 

2.1. Proposed solution 

The proposed methodology must be able to solve the 
sizing and the optimal dispatch for the DSMS simultaneously. 
To achieve this, it is proposed a nested simulation model 
inside of the sizing process of the SAMG. The nested 
simulation model finds the optimal dispatch strategy 
considering the proposed DSMS and finds the total costs of 
installation and operation of the microgrid. The total costs are 
stored and compared to the total costs of other combinations 
of capacities proposed by the sizing algorithm. This process is 
repeated until the sizing algorithm finds the less expensive 
combination of capacities that can feed the electrical demand. 
Figure 1 illustrates the proposed methodology. 

2.2. Cost models of the energy sources for the DSMS 

This section introduces the costs models of the energy 
sources for the objective function. The costs of the 
photovoltaic system are presented in section 2.2.1. The costs 
of the Diesel generator in section 2.2.2. The costs of the BESS 
in section 2.2.3. Finally, section 2.2.4 presents the costs of the 
DR mechanism. 

2.2.1. Photovoltaic system costs: 

The photovoltaic system costs are related to the initial 
investment and the maintenance of the system: 

FC\] 	= 	C\]II\] 	+	C\]M\] (1) 

The variable costs of the photovoltaic system are assumed 
to be zero after installation. 

2.2.2. Diesel generator system costs: 

The diesel generator fixed costs are related to the initial 
investment and the maintenance of the system: 

FCbc 	=	CbcIIbc 	+	CbcMbc (2) 
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Figure 1 Algorithm for the proposed methodology. 

The variable costs of the diesel generator are related to its 
fuel consumption. The fuel consumption is a function of the 
generator capacity and the output power. This function can be 
expressed using linear or quadratic formulations [39], [40]. In 
here, different data sheets of commercial generators were 
consulted to know the capacities and their respective diesel 
consumption at a different output power to create a linear 
regression. The linear regression takes the diesel consumption 
of generators from 100 kW till 1.000 kW considering 25%, 
50%, 75% and 100% of output power. The resulting 
formulation express the diesel consumption as a function of 
the installed capacity and the output power, as shown in 
equation (3) and depicted in Figure 2. 

𝑇𝑉𝐶𝐷𝐺/,1 = 𝜓4𝐶%& d
0.24𝑄𝐷𝐺/,1

𝐶%&
+ 0.031k (3) 

2.2.3. Battery energy storage system costs: 

Battery fixed costs are related to its installation and 
maintenance: 

𝐹𝐶' 	= 	𝐶'𝐼𝐼' 	+	𝐶'𝑀' (4) 

 

 
Figure 2 Diesel consumption for different generators and 
percentages of load. 

 
Figure 3 Variable costs of the BESS as a function of the SOC. 

To avoid dispatching the battery when the SOC is low, we 
propose in here to define the variable costs as a function of its 
state of charge as depicted in Figure 3 and expressed in 
equation (5) and (6): 

𝑇𝑉𝐶𝐵/,1 = −
𝛼W𝑆𝑂𝐶/,1 − 𝑆𝑂𝐶mnoX

Δ𝑆𝑂𝐶 			 
(5) 

Δ𝑆𝑂𝐶 = 𝑆𝑂𝐶<A:	 − 𝑆𝑂𝐶<=> (6) 

Where α is a parameter used to define the cost difference 
of the two states of the battery: charged and discharged. 
Parameter α can be tuned to guarantee that the costs associated 
with the operation of the battery at the end of the lifetime are 
recovered through the tariffs to rebuy the system. 

2.2.4. Demand response system costs: 

The demand response fixed costs are related to the initial 
investment to acquire the technology and its maintenance. 

𝐹𝐶%( 	= 	𝐶%(𝐼𝐼%( 	+	𝐶%(𝑀%( (7) 

Variable costs are related to the operation of the DSMS. 
The designed DSMS uses two different incentives, one to 
increase energy consumption and another to reduce it. To 
encourage energy consumption, the DSMS offer a discount to 
the regular tariff. To discourage energy consumption, the 
DSMS charges an extra price to the regular tariff. Figure 4 
illustrates the two scenarios. 

 

SOC min SOC max 

α 

Cost 

SOC 
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Figure 4 Possible scenarios for the economic incentive. 

To define the economic value of the incentive, the 
microgrid operator needs to estimate how much money he can 
offer and how much the customers will modify their patterns 
of consumption in the presence of the stimulus. Different 
approaches are being considered by researchers to solve this 
problem. In [41] it is maximized the utility of the customers 
and the utility of the system operator (SO) considering the 
customer response to the price signal and the profit of the SO. 
The research presented in [42] formulates a methodology to 
estimate the optimal real-time price signal, considering how 
the customers will respond to it. On another side, [43] 
proposes to use self-elasticity and cross elasticity of each user 
to estimate how customers will react to an Emergency 
Demand Response Program and a Time of Use tariff. Here, 
the concept that relates the price of the goods with its 
consumption originally introduced by microeconomics is used 
[44]. This concept allows to predict how customers will react 
to different price incentives [43], [45].  

𝑒/,1 =
(𝐷/,1

R − 𝐷/,1Q )𝜋Q

(𝜋=>T − 𝜋Q)𝐷/,1Q
 

 

(8) 

3. Sizing process 

To perform the sizing of the microgrid, it is proposed a 
heuristic iterative search algorithm that mimics the behavior 
of the gradient descent method. The algorithm executes three 
different steps to find the size of the microgrid. Section 3.1 
explains the creation of the search space. Section 3.2 explains 
the search process. Finally, section 3.3 explains the process of 
redefining the limits of the search space and the stops criteria.  

3.1 Creation of the search space 

At first, the algorithm creates the search space using initial 
and final points, and a predefined step for each of the 
technologies, as described in equations (9) to (14). 

𝐶:,;<=> ≥ 0	 (9) 

Δ𝐶:,; ≥ 0 (10) 

𝐶:,;<@/ = 𝐶:,;<=> + Δ𝐶:,; (11) 

𝐶:,;<A: = 𝐶:,;<@/ + Δ𝐶:,;  (12) 

𝐶%(,;<A: ≤ 0.1maxW𝐷/,1
R X (13) 

𝑥 = 𝐶#$, 𝐶%&,𝐶', 𝐶%( (14) 

The simulation model computes the sum of the fixed and 
variable costs of the operation of the microgrid over a horizon 

of T days. For the simulations it is assumed to be known one 
day ahead perfect forecasts of the electrical demand and the 
solar radiation. 

𝑇𝐶:,; = xx𝑇𝐹𝐶/,1 + 𝑇𝑉𝐶/,1

yz

1{|

}

/{|

	 
(15) 

TFC�,� = (𝐹𝐶#$ + 𝐹𝐶%& + 𝐹𝐶'
+ 𝐹𝐶%()(1 + 𝑟)

� }
���	 

(16) 

Variable 𝑇𝐶:,; represents the total costs obtained at 
iteration 𝑘 using the capacities 𝐶%(, 𝐶&%, 𝐶#$, and 𝐶'. 
Variable 𝑇𝑉𝐶/,1 represents the total variable costs of 
operating the microgrid (Explained in section 4). 

3.2 Search process 

To avoid computing all the possible combinations inside 
of the search space and reduce the computational time of the 
problem, a search methodology that mimics the behavior of 
the gradient descent method it is proposed in here. Using a 
preset configuration of the capacities 𝐶:,;<=>, 𝐶:,;<@/, and 𝐶:,;<A: 
as an initial point 𝑇𝐶:,;Q , the simulation frame computes the 
costs of operating the microgrid over a horizon of 𝑇 days. 
Afterward, the algorithm evaluates the surroundings of the 
initial point. To find the value of the capacities of the 
surroundings 𝑇𝐶:,;∗ , a ΔC:,; is added to the initial point. A 
comparison of all the computed costs is used to find the 
maximum descent direction. This process repeats until the 
algorithm finds a minimum point 𝑇𝐶:,;∗ where the costs of all 
the surroundings 𝑇𝐶:,;D  are higher. 

3.3 Redefining the limits of the search space 

The limits of the search space are tightened around the 
found minimum combination. This process reduces the space 
search and allows to find a new minimum point 𝑇𝐶:,;∗  in the 
next 𝑘 iteration. The rules of redefining the search space are 
based on two possible scenarios; either if the minimum is in 
the limits of the search space or if is inside. 

If the localization of the minimum is at the limits of the 
search space, the space search moves in the same direction of 
the found limit. Equations (17) and (18) redefine the limits 
using positive sign if the minimum is in a superior limit 𝐶:,;<A:, 
or negative sign if the minimum is in an inferior limit 𝐶:,;<=>: 

𝐶:,;<=> = 𝐶:,;�|<=> − Δ𝐶:,;	 (17) 

𝐶:,;<A: = 𝐶:,;�|<A: + Δ𝐶:,;	 (18) 

If the localization of the minimum is inside of the matrix 
𝐶𝑀, the space search tights around the minimum point. 𝛾: 
factor is introduced to control the speed of convergence of the 
proposed search algorithm. Equations (19)-(21) describe the 
actualization process: 

𝐶:,;<=> = 𝐶:,;�|<=> ± 𝛾:Δ𝐶:,;	 (19) 

Δ𝐶:,; = (1 − 𝛾:)Δ𝐶:,;�|	 (20) 

0 < 𝛾: < 1 (21) 
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Finally, the algorithm stops to iterate when the difference 
between the minimum cost 𝑇𝐶:,;∗  and the cost in the 
surroundings 𝑇𝐶:D is less than a predefined gap.  

𝑇𝐶:∗ − 𝑇𝐶:D < 𝑔	 (22) 

4. ILP formulation of the DSMS 

The DSMS is formulated as a centralized energy 
management scheme in which is desired to minimize initial 
investment, system operation and maintenance costs of the 
islanded microgrid [46]. To achieve this an ILP formulation 
was made. Equation (23) describes the objective function of 
the DSMS. 

𝑇𝑉𝐶/,1 = xx𝑉𝐶𝐷𝐺/,1𝑄𝐷𝐺/,1

yz

1{|

}

/{|
+ 𝑉𝐹𝐶𝐷𝐺/,1
+ 𝑉𝐶𝐵/,1𝑆𝑂𝐶/,1 + 𝑉𝐹𝐶𝐵/,1
+ 𝑇𝑉𝐶𝐷𝑅/,1𝑄𝐷𝑅/,1 + 𝐶𝐿𝐸
⋅ 𝑄𝐿𝐸/,1 + 𝐶𝐸𝐸 ⋅ 𝑄𝐸𝐸/,1	 

 

 

 

(23) 

The ILP formulation uses different restrictions and binary 
variables. Sections 4.1 to 4.4 explain each of the terms 
introduced by equation (23) and all the restrictions. Equation 
(24) presents the first restriction designed to balance 
generation and demand. As defined by [47], a battery is an 
element strongly coupled in time. However, the lack of energy 
in one hour or the excess of power in another hour can be 
demanded or stored in the battery. In this regard, the battery is 
a deposit to store something temporarily. This problem was 
modeled before by the operations research, and it is well 
known as the inventory problem [48]. Using this formulation, 
it is not only possible to balance the demand and the 
generation, but also to consider the energy saved from one 
period to another in the BESS. 

𝑆𝑂𝐶/,1�| + 𝑄𝐷𝐺/,1 + 𝑄𝐷𝑅/,1 + 𝑄𝐿𝐸/,1
+ 𝑄𝐸𝐸/,1 = 𝐷/,1

R + 𝑆𝑂𝐶/,1	 
(24) 

4.1 Diesel generator model  

The operational costs of the Diesel generator introduced 
by section 2.2.2 with equation (3) have two parts: variable and 
fixed costs. Equations (26) and (27) express this using 
standard ILP notation. 

𝑉𝐶𝐷𝐺/,1 = 0.24𝜓4	 (26) 

𝑉𝐹𝐶𝐷𝐺/,1 = 0,031𝜓4𝐶%& (27) 

Additionally, the capacity limits of the generator are 
defined using the binary variable 𝑌𝐺/,1:  

0.3𝐶%&𝑌𝐺/,1 − 𝑄𝐷𝐺/,1 ≤ 0	 (28) 

𝑄𝐷𝐺/,1 − 0.8𝐶%&𝑌𝐺/,1 ≤ 0 (29) 

4.2 Battery energy storage model  

Operational costs of the battery stated by equation (4) 
have variable and fixed costs, which can be expressed in 
standard ILP notation using the binary variable 𝑌𝐵. 

𝑉𝐶𝐵/,1 = −
𝛼𝑆𝑂𝐶/,1
Δ𝑆𝑂𝐶 	 (30) 

𝑉𝐹𝐶𝐵/,1 =
𝛼𝑆𝑂𝐶<A:𝑌𝐵/,1

Δ𝑆𝑂𝐶  (31) 

Equations (32) to (34) model the restrictions of the rate of 
charge and discharge of the battery. Binary variables 𝑌𝐶/,1 
and 𝑌𝐷/,1 are introduced to avoid non-physical solutions and 
restrict the model to charge and discharge the battery at the 
same time. 

𝑆𝑂𝐶/,1 − 𝑆𝑂𝐶/,1�| − 0.3𝐶'𝑌𝐶/,1 ≤ 	0	 (32) 

𝑆𝑂𝐶/,1�| − 𝑆𝑂𝐶/,1 − 0.3𝐶'𝑌𝐷/,1 ≤ 	0 (33) 

𝑌𝐶/,1 + 𝑌𝐷/,1 ≤ 1 (34) 

Equations (37) and (38) presents upper and lower limits 
of the SoC: 

−𝑆𝑂𝐶/,1 ≤ 0.3𝐶' (35) 

𝑆𝑂𝐶/,1 − 0.9𝐶'𝑌𝐵/,1 ≤ 0 (36) 

4.3 Demand response model  

As described by section 2.2.4 and equation (8), the 
response of the customers to an economic stimulus can be 
estimated if the demand, the incentive, and the elasticity of the 
customers are known. However, to model the incentive as a 
function of the desired response, non-linear functions must be 
introduced in the objective function; which is not allowed by 
the present ILP formulation. To face this restriction, the 
economic value of the offered incentive must be determined 
alternatively. Therefore, to compute the incentive it is 
assumed that only 10% of the customers will react to the 
stimulus. If only 10% of the customers react, the value of the 
incentive can be computed for the worst-case scenario, which 
will be paying enough money to reduce 10% of the demand. 
Equation (37) and (38) show the calculation of the offered 
incentive 𝜋𝛿/,1. 

−0.1maxW𝐷/,1
R X < 𝐷𝑅/,1 < 0.1maxW𝐷/,1

R X (37) 

𝜋/,1= =
0.1𝜋Q𝐷/,1Q

𝑒/,1
 

(38) 

Equation 38 computes the value of the incentive, 
assuming that it is possible to know the cost of generating D 
units of energy at day d and hour h. Additionally, it is assumed 
that the elasticity of the customers is known for every hour of 
simulation. 

4.4 Excess and lack of energy model  

A cost 𝐶𝐸𝐸 is introduced to weight the energy that the 
generation facilities provide, but it is not possible to consume 
by the demand. A cost 𝐶𝐿𝐸 is proposed to weight the power 
that customers require, but the generation facilities are not able 
to produce. The definition of both costs is: 

𝐶𝐸𝐸 = 𝛽𝐹𝐶#$ (39) 

𝐶𝐿𝐸 = 𝛽𝐹𝐶#$ (40) 

𝛽 > 1 (41) 

Equations (42) and (43) are introduced to guarantee that 
the ILP formulation always will find a solution for any of the 
capacities that the algorithm of the sizing can use. 
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0 < 𝑄𝐿𝐸 < ∞ (42) 

−∞ < 𝑄𝐸𝐸 < 0 (43) 

 

5. Simulation results and analysis 

This section provides numerical examples to illustrate the 
performance of the proposed method. The study case is a 
hypothetical microgrid located at longitude 77′16′8′′ West and 
latitude 5′41′36′′ North (Nuquí, Colombia). The microgrid is 
composed of Photovoltaic panels (PV), a Battery Energy 
Storage System (BESS), a Diesel Generator (DG) and a 
Demand Response (DR) system. The maximum load of the 
considered microgrid is 460 kW. Instituto de Hidrología, 
Meteorología y Estudios Ambientales (IDEAM), a Colombian 
institute in charge of monitoring the weather across the 
country, provides meteorological data for the simulations. The 
average Global Horizontal Irradiance (GHI) in Nuquí is 3,5 
kWh/m2. The cost of Diesel used for the simulations is 0.79 
USD/liter. The lifetime of the PV is 25 years, BESS 8 years, 
DG 15 years and DR 25 years. The planning horizon for the 
microgrid is 25 years. However, simulations of operation were 
carried out only for one month due to the lack of seasons, lack 
of significant monthly variations in the GHI during the year, 
and the tropical conditions of the study case. Table II 
summarizes the unitary costs obtained from the local providers 
and used for the simulations.  

System Initial 
Investment 

Maintenance Operation 

PV 1300 USD/kW 0.02 USD/kW 0 USD 
BESS 420 USD/kWh 0.01 USD/kWh Equation 5 
DG 550 USD/kW 0.75 USD/kWh Equation 3 
DR 50 USD/kW 0 USD/kW Equation 8 

Table 2 Costs for the simulations. 

Different simulations were carried out (Section5.1) to 
evaluate the performance and the capabilities of the designed 
DSMS to handle variations in the load and weather forecasts. 
Additionally, the simulations are used to estimate the impact 
of the DSMS over the sizing of the microgrid considering 
changes in the solar radiation (Section 5.2), diesel price 
(Section 5.3), and BESS price (Section 5.4). 

5.1 Performance of the designed DSMS  

To measure the performance of the DSMS, we compare 
simulation results with a baseline case without DSMS. 
Baseline case was designed using ILP. To guarantee a fair 
comparison, both scenarios use the same load and weather 
forecasts over the simulation time. Figure 5 presents the 
comparison of both scenarios considering the output power of 
an average day of simulation.  

Figure 5 shows that the application of the DSMS incentive 
the customers to increase their consumption at noon hours. 
This leads to an average reduction of the excess of energy. On 
the other side, the DSMS also incentive the customers to 
reduce their consumption at peak hours. The reduction in peak 
hours allow the algorithm to reduce the size of the installed 
BESS.  

 
Figure 5 Average day output power from the generators. 

Figure 6 presents the output power of both scenarios and 
the total dispatch costs of a period of ten days. The 
input/output power from the BESS is not included in the graph 
because the battery is sized to be fully charged and discharged 
in one day. The proposed algorithm of DSMS and sizing give 
this result because of the predefined horizon of planning for 
the ILP formulation. If load and weather forecasts are 
supposed to be known for more than one day in advance, the 
BESS will deal better with solar radiation variations. 
However, increasing the horizon of planning also increases the 
uncertainties in the forecasts [15]. The study of the impact on 
the sizing of expanding the load and weather forecasts horizon 
is left out for further research. 

 
Figure 6 Output power over ten days of simulations. 

Figure 5 shows that the daily average dispatch of the microgrid 
is modified by the DSMS. The changes in the patterns of 
consumption of the customers leads to variations in the price 
of operating the SAMG as shown by Figure 6. At the end, the 
variations in the operational costs and the installed capacities 
will lead to reductions in the LCOE, as shown by the 
sensitivity analysis.  

 

5.2 Solar radiation analysis   

A simulation is carried out to estimate the differences in 
the sizing of the PV and BESS system, considering deviations 
in the GHI of ± 30% from the standard case. Figure 7 shows 
the impact that the GHI has on the sizing of the facilities.  
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Figure 7 PV and BESS variation considering different GHIs. 

Figure 7 shows that the proposed DSMS reduce the installed 
capacities of the PV system in 3.3% on average compared to 
the base case when different GHIs are considered. The BESS 
is reduced 8.2% compared to the base case. The LCOE of the 
SAMG is reduced 2.6% on average after the application of the 
DSMS.  

5.3 Diesel price sensitivity analysis  

A simulation is performed to study the impact of the 
variations of the diesel price over the sizing of the microgrid 
[13]. The simulation considers differences of ±30% of the 
diesel cost from the standard case. From the obtained results 
shown in Figure 8, it is possible to see a reduction in the diesel 
generator installed capacity when the price of the diesel 
increases. The opposite effect occurs for the BESS, if the cost 
of the diesel increases, the size of the BESS increases too.  

Figure 8 shows a direct relation between the LCOE and 
the Diesel price. This relation makes sense since the SAMG is 
relies on Diesel generation. However, Figure 8 shows that the 
application of the DSMS makes a slower growth for the LCOE 
compared to the baseline case, which is more notorious for the 
highest prices of the diesel.  

5.4 BESS costs sensitivity analysis  

Considering variations of ±30% in the price of the BESS 
simulations were carried out. Figure 9 shows the impact of the 
BESS price on the sizing of the microgrid.  

Figure 9 shows that the variations in the LCOE due to 
changes in the acquisition price of the BESS are less than the 
changes produced by GHI or diesel price variations. However, 
the reduction in the PV system reach 3.2%. On the other side, 
the variations in the BESS system present variations of 24.1%, 
its highest variations in all the simulations carried out.  

6. Conclusions 

The present study shows the design of a DSMS using an 
ILP approach for the planning of SAMG. The study uses a 
nested model that simulates the operation of the DSMS in the 
lower level and computes the sizing of the SAMG in the upper 
level. This approach allows to compute the effects of the 
DSMS in the size of the energy sources of the SAMG. This 
approach can be useful to microgrid planners to evaluate the 
technical and economic impacts of applying DSMS in the 
planning phase of a SAMG. A good selection of the DSMS  

 
Figure 8 GD and BESS variations considering different Diesel 
price. 

 
Figure 9 PV and BESS variations considering different BESS 
acquisitions price. 

can help them to reduce the initial investment costs and 
operational costs. Even more, the proposed approach can be 
useful to governments or policymakers to evaluate the effects 
of policies regarding the application of DSMSs for SAMG.  

The application of a sensitivity analysis in a study case of 
the proposed approach show a reduction in the installation and 
operational costs, and the LCOE. This can lead to a reduction 
in the payments of the customers. Additionally, the study case 
shows a reduction in the capacities of the energy sources. 
However, more studies are needed in this regard. 
Governments can partially fund SAMG projects, private 
capital, or a combination of both. The presence of public 
capital will reduce the amount of money that private investors 
need to recover using tariffs. This will modify the payments 
of the customers and the profits of the private investors. 
Further research in this aspect is required. Another aspect 
worth it to evaluate is the impact of the elasticity over the 
designed DSMS. This work assumes an average elasticity for 
the customers. However, real-life applications need more 
sophisticated models for the elasticity of the customers. 
Finally, the simulation of this work assumes a perfect day 
ahead forecast for the electric demand and the weather 
variables. However, it is needed to further works to evaluate 
the impact of uncertainties in the forecasts. Even more, it is 
needed to evaluate the impact of considering different forecast 
horizons.    



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
JCO Cepeda et al., Vol.10, No.1, March, 2020 

 386 

References 

[1] CABI Plantwise, “Impact report,” Energypedia, pp. 
15–17, 2013. 

[2] B. Brahim, “Performance investigation of a hybrid 
PV-diesel power system for remote areas,” Int. J. 
Energy Res., vol. 43, no. 2, pp. 1019–1031, 2019. 

[3] T. Tu, G. P. Rajarathnam, and A. M. Vassallo, 
“Optimal sizing and operating strategy of a stand-
alone generation–load–storage system: An island case 
study,” Energy Storage, no. September 2019, pp. 1–
22, 2019. 

[4] V. Kumtepeli et al., “Design and analysis of an aging-
aware energy management system for islanded grids 
using mixed-integer quadratic programming,” Int. J. 
Energy Res., vol. 43, no. 9, pp. 4127–4147, 2019. 

[5] WorldBank, “Tracking SDG7: the Energy Progress 
Report,” 2018. 

[6] Y. Mekonnen and A. I. Sarwat, “Renewable energy 
supported microgrid in rural electrification of Sub-
Saharan Africa,” Proc. - 2017 IEEE PES-IAS 
PowerAfrica Conf. Harnessing Energy, Inf. Commun. 
Technol. Afford. Electrif. Africa, PowerAfrica 2017, 
pp. 595–599, 2017. 

[7] L. C. Herrera, D. Icaza, M. C. Herrera, F. M. Nova, F. 
Icaza, and M. Flores, “System of Generation of 
Energy Based on Solar Energy for the Rural Political 
Movements Centers,” in 8th International Conference 
on Renewable Energy Research and Applications, 
2020, pp. 100–106. 

[8] F. M. Nova, D. Icaza, A. Lojano, L. C. Herrera, M. C. 
Herrera, and C. Flores, “Projection of a Renewable 
Energy System for the Observatory of Extraterrestrial 
Life in Ecuador and Peru,” in 8th International 
Conference on Renewable Energy Research and 
Applications, 2020, pp. 815–820. 

[9] P. Lojano, J. Cabrera, A. Lojano, D. Morales, and D. 
Icaza, “Voltage Data Collection using Arduino and 
Matlab of a Photovoltaic Wind Power System in the 
Locality of Tarqui the Cuenca Ecuador,” in 8th 
International Conference on Renewable Energy 
Research and Applications, 2020, pp. 582–586. 

[10] W. Feng, C. Shuyu, L. Z. Kiat, C. Xuebing, and K. J. 
Tseng, “A Non-Invasive On-line Condition 
Monitoring and Health Prognosis System for a 
Remote Islanded Micro-Grid,” in 6th IEEE 
International Conference on Smart Grid, 
icSmartGrids 2018, 2019, pp. 46–51. 

[11] D. Icaza, F. Cordova, and M. Avila, “Modeling and 
Simulation of a Solar System in the Quingeo Church 
in Ecuador,” in 6th IEEE International Conference on 
Smart Grid, icSmartGrids 2018, 2019, pp. 158–163. 

[12] D. H. Romero, D. Icaza, and J. Gonzalez, “Technical 
- Economic Study for the Implementation of Solar 
Energy in the Presence of Biomass and Micro 
Hydraulic Generation, for Sectors that do not Have 

Electricity Supply in the Province of Bolívar-
Ecuador,” in 7th International Conference on Smart 
Grid (icSmartGrid), 2020, pp. 149–154. 

[13] S. R.- Álvarez, J. Patiño, A. Márquez, and J. Espinosa, 
“Optimal Design for an Electrical Hybrid Micro Grid 
in Colombia Under Fuel Price Variation,” Int. J. 
Renew. Energy Res., vol. 7, no. December, 2017. 

[14] G. Ordonez and G. Carrillo-caicedo, “Microgrid ’ s 
Energy Management Systems : A Survey,” no. May, 
2015. 

[15] I. D. Serna-Suárez, G. Ordóñez-Plata, J. F. Petit-
Suárez, and G. C. Caicedo, “Storage system 
scheduling effects on the life of lead-acid batteries,” 
Innovative Smart Grid Technologies Latin America. 
pp. 740–745, 2015. 

[16] I. Serna, “Performance evaluation of decentralized 
operation strategies of power distribution networks for 
distributed energy resource management,” 2018. 

[17] J. Aghaei and M. I. Alizadeh, “Demand response in 
smart electricity grids equipped with renewable 
energy sources: A review,” Renew. Sustain. Energy 
Rev., vol. 18, pp. 64–72, 2013. 

[18] N. Cicek and H. Delic, “Demand Response 
Management for Smart Grids With Wind Power,” 
Trans. Sustain. Energy, vol. 6, no. 2, pp. 625–634, 
2015. 

[19] L. Gelazanskas and K. A. A. Gamage, “Demand side 
management in smart grid: A review and proposals for 
future direction,” Sustain. Cities Soc., pp. 1–9, 2013. 

[20] R. Palma-Behnke, C. Benavides, E. Aranda, J. Llanos, 
and D. Sáez, “Energy management system for a 
renewable based microgrid with a demand side 
management mechanism,” in Symposium Series on 
Computational Intelligence - Applications in Smart 
Grid, 2011, pp. 131–138. 

[21] M. Mazidi, A. Zakariazadeh, S. Jadid, and P. Siano, 
“Integrated scheduling of renewable generation and 
demand response programs in a microgrid,” Energy 
Convers. Manag., vol. 86, pp. 1118–1127, 2014. 

[22] G. R. Aghajani, H. A. Shayanfar, and H. Shayeghi, 
“Demand side management in a smart micro-grid in 
the presence of renewable generation and demand 
response,” Energy, vol. 126, pp. 622–637, 2017. 

[23] C. Wu, H. Mohsenian-Rad, J. Huang, and A. Y. 
Wang, “Demand side management for Wind Power 
Integration in microgrid using dynamic potential 
game theory,” in GLOBECOM Workshops, 2011, pp. 
1199–1204. 

[24] S. K. Jha and D. Kumar, “Demand Side Management 
for Stand-Alone Microgrid Using Coordinated 
Control of Battery Energy Storage System and Hybrid 
Renewable Energy Sources,” Electr. Power 
Components Syst., vol. 0, no. 0, pp. 1–13, 2019. 

[25] D. Kumar, M. Lehtonen, and R. J. Millar, “Bolstering 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
JCO Cepeda et al., Vol.10, No.1, March, 2020 

 387 

the Structure of Stand-alone Microgrids through 
Demand Side Management,” in IEEE PES GTD 
Grand International Conference and Exposition, 
2019, pp. 108–113. 

[26] H. M. Hussain, N. Javaid, S. Iqbal, Q. Ul Hasan, K. 
Aurangzeb, and M. Alhussein, “An efficient demand 
side management system with a new optimized home 
energy management controller in smart grid,” 
Energies, vol. 11, no. 1, pp. 1–28, 2018. 

[27] Z. Zhu, J. Tang, S. Lambotharan, W. H. Chin, and Z. 
Fan, “An integer linear programming and game theory 
based optimization for demand-side management in 
smart grid,” 2011 IEEE GLOBECOM Work. GC 
Wkshps 2011, pp. 1205–1210, 2011. 

[28] Z. Zhu, J. Tang, S. Lambotharan, W. H. Chin, and Z. 
Fan, “An integer linear programming based 
optimization for home demand-side management in 
smart grid,” 2012 IEEE PES Innov. Smart Grid 
Technol. ISGT 2012, 2012. 

[29] N. Bayati, A. Dadkhah, S. H. H. Sadeghi, B. Vahidi, 
and A. E. Milani, “Considering variations of network 
topology in optimal relay coordination using time-
current-voltage characteristic,” Conf. Proc. - 2017 
17th IEEE Int. Conf. Environ. Electr. Eng. 2017 1st 
IEEE Ind. Commer. Power Syst. Eur. EEEIC / I CPS 
Eur. 2017, 2017. 

[30] N. Bayati, S. H. H. Sadeghi, and A. Hosseini, 
“Optimal Placement and Sizing of Fault Current 
Limiters in Distributed Generation Systems Using a 
Hybrid Genetic Algorithm,” vol. 7, no. 1, pp. 1329–
1333, 2017. 

[31] F. Weston, “Integrated Resource Planning: History 
and Principles,” in 27th National Regulatory 
Conference, 2009. 

[32] International Rivers, “An Introduction to Integrated 
Resource Planning,” no. October. 2013. 

[33] Lan Zhu, Zheng Yan, Wei-Jen Lee, Xiu Yang, and 
Yang Fu, “Direct load control in microgrid to enhance 
the performance of integrated resources planning,” in 
Industrial & Commercial Power Systems Technical 
Conference, 2014, pp. 1–7. 

[34] L. Zhu, X. Zhou, X.-P. Zhang, Z. Yan, S. Guo, and L. 
Tang, “Integrated resources planning in microgrids 
considering interruptible loads and shiftable loads,” J. 
Mod. Power Syst. Clean Energy, vol. 6, no. 4, pp. 
802–815, 2018. 

[35] G. Notton, V. Lazarov, Z. Zarkov, and L. Stoyanov, 
“Optimization of hybrid systems with renewable 
energy sources : Trends for research,” in 1st 
International Symposium on Environment Identities 
and Mediterranean Area, ISEIM, 2006, pp. 144–149. 

[36] J. L. Bernal-Agustín and R. Dufo-López, “Simulation 
and optimization of stand-alone hybrid renewable 
energy systems,” Renew. Sustain. Energy Rev., vol. 
13, no. 8, pp. 2111–2118, 2009. 

[37] M. Ross, C. Abbey, F. Bouffard, and G. Joós, 
“Microgrid Economic Dispatch with Energy Storage 
Systems,” Trans. Smart Grid, vol. 3053, no. c, pp. 1–
9, 2016. 

[38] N. Augustine, S. Member, S. Suresh, P. Moghe, and 
K. Sheikh, “Economic Dispatch for a Microgrid 
Considering Renewable Energy Cost Functions,” in 
PES Innovative Smart Grid Technologies (ISGT), 
2012, pp. 1–7. 

[39] P. Arun, R. Banerjee, and S. Bandyopadhyay, 
“Optimum sizing of battery-integrated diesel 
generator for remote electrification through design-
space approach,” Energy, vol. 33, no. 7, pp. 1155–
1168, 2008. 

[40] S. Ashok, “Optimised model for community-based 
hybrid energy system,” Renew. Energy, vol. 32, pp. 
1155–1164, 2006. 

[41] P. Samadi, A.-H. Mohsenian-Rad, R. Schober, V. 
W.S., Wong, and J. Jatskevich, “Optimal Real-time 
Pricing Algorithm Based on Utility Maximization for 
Smart Grid,” in International Conference on Smart 
Grid Communications, 2010, no. June 13, pp. 415–
420. 

[42] R. Yu, W. Yang, and S. Rahardja, “A Statistical 
Demand-Price Model With Its Application in Optimal 
Real-Time Price,” Trans. Smart Grid, pp. 1–9, 2012. 

[43] H. Aalami, G. R. Yousefi, and M. Parsa Moghadam, 
“Demand response model considering EDRP and 
TOU programs,” Transm. Distrib. Expo. Conf. 
Powering Towar. Futur., 2008. 

[44] A. Gillespie, Foundations of Economics. Oxford 
University Press, 2007. 

[45] Ausgrid, “Appendix 5: Australian Price Elasticity of 
Demand,” 2015. 

[46] Y. LI and F. NEJABATKHAH, “Overview of control, 
integration and energy management of microgrids,” J. 
Mod. Power Syst. Clean Energy, vol. 2, no. 3, pp. 
212–222, 2014. 

[47] L. Xiaoping, D. Ming, H. Jianghong, H. Pingping, and 
P. Yali, “Dynamic Economic Dispatch for Microgrids 
Including Battery Energy Storage,” in International 
Symposium on Power Electronics for Distributed 
Generation Systems, 2010, no. 2, pp. 914–917. 

[48] E. A. Silver, “Operations Research in Inventory 
Management: A Review and Critique,” Oper. Res., 
vol. 29, no. 4, pp. 628–645, 2008. 

 


