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Abstract- Microgrids are formed with the rapid penetration of renewable energy sources (RES) into the distribution grid (DG) 
network, which increases the complexity of DG system and at the same time the conventional grid is getting overloaded due to 
the urbanization. So, to reduce the stress on the utility grid and for safe and reliable operation of microgrid (MG), it is 
necessary to develop proper Energy Management System (EMS) with adequate real time control. With this motivation in this 
paper Artificial Neural Network (ANN) is used along with EMS in the proposed microgrid cluster for making energy 
transactions based on the availability of localized green energy sources. Energy management system uses day-ahead load 
demand forecasted by ANN for scheduling the energy sources and managing the energy transactions between the proposed 
system and utility grid during surplus/shortage power conditions. The cluster is formed by interconnecting two interoperable 
areas and each area associated with two microgrids. The proposed system with ANN in this paper is modeled and implemented 
in MATLAB software with Simulink and NN tool box. The simulated test results showed the accuracy of ANN for forecasting 
day-ahead load demand of the proposed system when compared with Linear Regression (LR). 

Keywords:  Renewable Energy Sources (RES), Distribution Grid (DG), Microgrid (MG), Artificial Neural Network (ANN), 
Energy Management System (EMS),  Linear Regression (LR), Utility grid. 

 

1. Introduction 

In this present urbanization era, it is globally accepted 
reality that the 70% of world population moves towards 
urbanization by 2050 [1]. At the same time the emission of 
green house gases increases, from the past few years with the 
excessive usage of conventional fuels. Hence, researchers are 
looking for alternative sources of energy in order to meet the 
consumer energy requirements for sustainable growth in 
developing/ undeveloped countries. Now a days the 
definition of distribution grid is completely changed with the 
use of power electronic based microgrids. MG’s are initially 

used as small power generating sources which are installed in 
the rural areas to supply the uninterruptable electricity, where 
there is no access to electrical power. Microgrids are 
interconnected with localized green energy sources such as 
‘solar’, ‘wind’ and ‘fuel cells’, because these are cleaner in 
operation, more efficient and are located nearer to the site 
[2]. However the people in rural areas are also living with 
more sophisticated lives, so rural areas are also emerging as 
urban communities. This situation leads to create heavy 
burden on the conventional grid, so to decrease the additional 
stress on the utility grid researchers are focusing on 
clustering of adjacent microgrids with interoperability [3]. 
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Microgrid cluster is the only solution to reduce the additional 
stress on utility grid created by urbanization with less cost, 
more reliability and scalability [4]. With the effective 
utilization of resources in order to improve the reliability and 
to reduce the cost neighboring microgrids are interconnected 
to share the power with other microgrids during 
excess/deficit power conditions [5, 6]. Protection strategies 
for improving the reliability in DC microgrids cluster was 
discussed by N. Bayati et.al [7].   

S. Konar and A. Ghosh [8] discussed about DC 
microgrids interconnection for improving the reliability. 
These MG’s are interconnected with BDC and multi winding 
transformer used. J. Mírez [9] proposed two DC microgrids 
interconnection which are associated with generations, loads 
and storage devices also the Central controller has been 
designed for communicating with other microgrids in the 
same network. M. L. Herrera et.al [10] proposed the possible 
interconnection configurations with two microgrids were 
along with control schemes, cost optimization schemes. This 
manages the power flow in the system considered. F. Díaz 
et.al [11] discussed different topologies and control 
approaches of interconnected microgrids along with update 
power electronic technologies. At the same time the operator 
at distribution grid network faces many challenges [12]with 
respect to centralized EMS for computing it in the real time 
and the task of decision making. Hence it is very important 
to employ proper distribution control to perform smooth 
operations and maintains the coordination between the 
adjacent MG’s or in between cluster and conventional grid. 
Along with this, the accurate prediction of load demand and 
managing the availability of energy resources are needed for 
scheduling the transactions of energy between the adjacent 
microgrids in deregulated energy market. The major task of 
operating interconnected MG’s is day-ahead load forecasting 
of energy sources and demand in that selected area or 
location. For having consistency in the operation, proper and 
accurate forecasting model [13] is required. With, the lack of 
knowledge in estimating (under) the loads leads to risk in 
operation and insufficient plant maintenance. Similarly, 
estimating (over) the loads leads to operating more number 
of units than required and purchasing the more power causes 
poor management of energy. So, in this regard following are 
some of the previous research works were carried out by the 
researchers. 

A. K. Singh et.al [14] presented a review on load 
forecasting techniques such as short term, medium and long 
term by providing suitable methodologies based on the type 
of prediction. Later, authors in [15] used an application of 
artificial intelligence i.e., ANN for short term load 
forecasting of a microgrid performed by considering 
geographical location and electricity market [16]. Ramazan 
Bayindir et.al [17] presents hourly demand forecast of a high 
voltage feeder and comprehensive comparison was made by 
considering MA, WMA, ARMA, ARIMA models. However, 
A. Lahouar, J. Ben Hadj Slama in [18] discussed about day-
ahead forecast of the load demand by considering random 
forest and expert selection as inputs. Later, authors in [19] 
performed the short term load forecasting by considering 
weather based machine learning technique, feed forward 
neural networks [20], Mean Absolute Percentage Error 

(MAPE) [21]. Moreover, Corentin Kuster et.al [22] has given 
a brief review on the short term and very short term 
forecasting models i.e. machine learning algorithms and time 
series analysis such as ARIMA and ARMA models. Later, 
W. Kuo et.al [23] proposed a novel frame work for short 
term load forecasting for energy management system of a 
microgrid. This consists of for strategies such as input 
parameter processing, exponential smoothing, peak load, and 
temperature factors. Judith Foster et.al [24] performed the 
day a head load demand forecasting for both linear and 
nonlinear models by considering new conditions such as auto 
regressive and exogenous inputs only models with regressors 
obtained from greedy selection method. J. Izzatillaev and Z. 
Yusupov [25] introduced two methods namely group method 
of data handling and ANN to predict the short term load 
demand for analyzing energy consumption, area of 
applicability and advantages and disadvantages of power 
consumption. However authors discussed, a fuzzy logic 
based intelligent power flow management was implemented 
with ANN for solar power forecasting [26], a hybrid deep 
learning framework for short term PV power forecasting in a 
time series manner in [27] and genetic wind driven 
optimization algorithm [28] and linear regression (LR) 
method [29] for day a head load demand fore casting. 

The literature details discussed so far are limited to 
forecast the load demand of a single or two microgrids. In 
this paper a microgrid cluster is formed by interconnecting 
two areas and each area is associated with two microgrids. 
An efficient Energy Management System (EMS) is 
developed with ‘Artificial Neural Network (ANN)’ to make 
energy transactions. With the availability of green energy 
sources, this model is used to forecast the load demand along 
with scheduling for maintenance. The rest of the paper is 
arranged as follows: Section 2 describes the interconnected 
microgrid system and its constituents. Section 3 presents the 
proposed ANN structure and Energy Management System. 
The detailed analysis of simulated results was discussed in 
detail in Section 4 and conclusion is presented in Section 5. 

2. Mathematical formulation of constituents 

The architecture of interconnected microgrid system 
under study is as shown in Fig. 1. The cluster is formed by 
interconnecting two interoperable areas such as area-1 and 
area-2 which are further connected to conventional grid via 
the PCC. Each area consists of two microgrids which are 
interconnected and integrated with localized green energy 
sources available in that location. Each area is associated 
with a local MG controller, load demand forecaster i.e. ANN 
and Real Time Data (RTD) measurement. Proposed system 
is designed to work in both isolated and grid-connected 
modes. The intelligent predictor (ANN) in each area consists 
four inputs such as temperature, irradiance, wind speed and 
load demand. 

2.1. Modeling of PV system: 

Consider one diode model of PV system shown in Fig. 2 
due to its adverse advantages. Mathematically it can be 
realized as given in Eq. (1) to Eq. (5) [30].  
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Fig. 1. General architecture of interconnected microgrids 

 

From Fig. 2, we can obtain the mathematical equations for 
developing PV model in MATLAB/Simulink 

  (1) 

Here, -photo current of module, -short circuit 

current, -short circuit current temperature at 250C, 
1000W/m2, T- Module operating temperature in Kelvin and 
IR is irradiance of PV cell. The reverse saturation current of 
PV module is calculated from Eq. (2). 

   (2) 

 
Fig. 2. Single diode model of PV system 

Where, - electric charge (1.6x 10-19 C), - open circuit 
voltage,  is Boltzman’s constant (1.3805x10-23J/K), - 
PV cells connected in series, - ideality factor are 
parameters considered for PV cell. The module saturation is 
varying with the temperature is given in (3). 

  (3) 

Here, - normal temperature (298.15 K) and - energy 
gap of semi conductor=1.1 eV. The output current of PV 
module is given in Eq. (4) 

(4) 

Where,   (5) 

Here, - No. of PV cells in parallel, - Series resistance 
(Ω), and - Diode voltage of PV cell. 
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2.2. Modeling of wind turbine: 

The energy (kinetic) of wind speed is converted to 
mechanical torque by rotor module and the power obtained 
from the wind turbine is computed by Eq. (6) [31, 32]. 

 
Fig. 3. Wind turbine speed vs. power characteristics 

    (6) 

Where - wind power, -coefficient of power, - 
rotor area (swept) in m2, -density of air in kg/m3 and u- 
wind speed in m/s. The characteristics of wind turbine are as 
shown in Fig. 3. 

2.3. Modeling of fuel cell 

The fuel cell output voltage is expressed as given in Eq. 
(7) [33].  

   (7) 

Where, - Nernst voltage, - actual loss, - 

ohmic loss and - concentration losses of fuel cell 
(PEM). By substituting standard values we get fuel cell 
voltage (reverse) as given in Eq. (8), 

   (8) 

2.4. Modeling of a battery 

The generic battery described in this section is modeled 
as controllable dc source (ideal) is in series with resistance 
(internal). The non linear model of the battery considered in 
this paper is as shown in Fig. 4, and the battery no load 
voltage can be obtained as given in Eq. (9), Eq. (10) [34]. 

 (9) 

    (10) 

Where, - constant voltage, - polarization voltage, - 
capacity in Ah,  are the parameters related to the 
battery 

 
Fig. 4. Non linear model of the battery 

2.5. Modeling of DC/DC converter 

The renewable sources such as solar, wind are 
considered to be free sources and are intermittent in nature. 
These sources produce fluctuating voltage at its output and 
which is not sufficient to meet the power requirements. So, 
to obtain constant voltage for grid connected RES it is very 
essential to design DC/DC converter [35] properly.  

 
Fig. 5. Equivalent circuit of boost converter  

The equivalent circuit of converter is shown in Fig. 5. 
Consider IL and VC are two state variables and modeling 
boost converter can be obtained by considering average state 
space model of converter in continuous current conduction 
mode given in Eq. (11), Eq. (12). 

 (11) 

     (12) 

2.6. Modeling of DC/AC converter 

The power electronic inverters play an important role in 
distributed generation systems. The MATLAB/Simulink 
model for implementing conventional DC/AC converter or 
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inverter is shown in Fig. 6. In this work three phase five level 
multi level inverter (MLI) is considered [36].  

 

Fig. 6. Conventional MLI implemented in Simulink   

3. Proposed Methodology 

3.1. Structure of Artificial Neural Network (ANN): 

The concept of ANN was used in different applications 
from past several years, due to their capacity in forecasting 
the data and effective controlling the system response.  It is 
the best method to find the solution for nonlinear problems in 
real time. 

 

Fig. 7. Flow chart of ANN implemented in MATLAB 

Some important aspects of ANN are listed below. 

• ANN is faster in operation and more reliable. 
• ANN allows modeling the parameters of large systems 

without complex mathematical framework and 
experimental data. 

•  ANN is a non linear model, due to the nonlinearity it is 
easily implemented, when compared it with other 
statistical methods. 

ANN can be easily adopted for complex problems. The 
sequence of steps to be followed to train the ANN are given 
as,  
1) Selection of input samples: Temperature, Diffused 

Horizontal Irradiance (DHI), Wind speed and load 
demand of selected location are considered as input 
samples to ANN. 

2) Selection of hidden layers: Number of hidden layers 
depends up on the complexity of the system. In this paper 
one hidden layer is considered with 10 neurons. In 
general number of neurons is the mean integer value of 
input and output. 

3) Selection of activation function: Tan sigmoid transfer 
function is used for hidden layer and pure linear transfer 
function is used for output layer. 

The developed ANN is trained with ‘Levenberg- 
Marqurardt Feed Forward Back Propagation Algorithm’. The 
flow chart for training ANN in MATLAB environment is as 
shown in Fig. 7. From the feed forward network, the relation 
between output, input, hidden outputs can be obtained using 
Eq. (13), 

    (13) 

Where,   (14) 

Here, - input layer dimensions, - hidden layer 
dimensions, - output layer dimensions, - output 

layer weights, - hidden layer weights of, - 
activation function. 

3.2. Development of Energy Management System (EMS):  

The flow chart of Energy Management System (EMS) used 
for energy transactions between the two interconnected areas 
in the cluster and microgrid controller are as shown in Fig. 8, 
Fig. 9. Consider  is the total power difference in 
area-1, which is obtained using Eq. (15) and Eq. (16) 

    (15) 

Where,  and  (16) 

In the Eq. (16), and are the total power generations 
and  are the total demand powers of MG1, MG2.
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Similarly,  is the total power difference in area-2 
which is calculated using Eq. (17) and Eq. (18) 

    (17) 

Where,  and  (18) 

In the Eq. (18), and are the total power 
generations and  are the demand powers of MG3, 
MG4. The ANN predicts the load demand in each area based 
on the real time data obtained from measuring devices. The 
predicted data of two areas are input signals to EMS. 

 
Fig. 8. Flow chart of MG controller implemented in 

MATLAB/Simulink 

 

Fig. 9.  Flow chart of EMS implemented in Simulink 

Correspondingly it operates the circuit breaker (CB) of MG 
cluster to make transactions with utility grid during 

surplus/shortage of power conditions. The operation of EMS 
is explained as follows, 

Step 1: Calculate  and . 

Step 2: Check the condition  is satisfied    
or not.  
Step 3: if step 2 is holds good then EMS will disable the MG 

cluster export/import, otherwise go to step 4. 

Step 4: 1) if  is satisfied, it indicates that excess 
power is available in area-1. Then EMS checks the 
condition , if it satisfies then CB of 
cluster is ON for export the power to utility grid. 
If the condition  does not holds good 
then EMS checks whether is 
satisfied or not, if the condition is true then the CB 
of area-2 is ON to import the power from area-1 
and CB of cluster is ON for export the power to 
utility grid. Similarly if the condition  

 does not satisfies then CB of 
area-1 is ON for import the power from area-2 and 
CB of  cluster is ON to import the power from 
utility grid.  
2) If the condition  is not satisfied, 
then it indicates that deficit power is available in 
area-1. EMS checks the condition , if 
it is true then again EMS again checks the 
condition  is satisfied or not, if 
it is satisfied then the CB of area-2 is ON to export 
the power to area-1 and CB of microgrid cluster is 
ON for import the power from utility grid. 
Similarly, if the condition that   

 does not satisfies then CB of 
area-1 is ON for export the power to area-2 and 
CB of microgrid cluster is ON to export the power 
to utility grid. 

Step 5: Stop the process. 

4. Analysis of Simulated results and Discussion 

The MATLAB/Simulink modeling of microgrid cluster 
with proposed ANN is as shown in Fig. 10. Proposed system 
is divided into two interoperable areas with four urban 
community microgrids viz., MG1, MG2, MG3, MG4, area-1 is 
associated with MG1, MG2 and area-2 is associated with 
MG3, MG4 along with their building loads. Each MG is 
equipped with a switch gear mechanism controlled by EMS 
before it connects with adjacent MG or with other MG’s in 
other area; further the two areas are connected to utility grid 
via the PCC and switch gear mechanism. 

4.1. Performance validation and Regression analysis of ANN 
in two areas: 

We have simulated the microgrid cluster, by considering 
the real time values obtained from RTD. We have collected  
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Fig. 10. MATLAB/Simulink implementation of microgrid cluster with ANN and EMS 

 

 

Fig. 11. Performance validation and Training state plots of 
area-1 and area-2. 

 
Fig. 12. Regression plots of area-1 and area-2 

the information of solar and wind parameters from the 
location of Vijayawada city in the state of Andhra Pradesh, 

India [37] with a Location ID:  44665, Latitude-16.550 and 
Longitude -80.550. The performance of ANN can be obtained 
by calculating mean square error (MSE) value given in Eq. 
(19).  

     (19) 

Where, -Measured value, - Predicted value, - No. 
of the patterns used. From Fig. 11, it is observed that the best 
performance of the system connected in area-1 is obtained at 
epoch 104 and for area-2 it is obtained at epoch 131. Figure 
12 shows the regression plots of area-1 and area-2 and from 
the obtained results in simulation it is observed that, how 
effectively the data is fitted. The value obtained from 
regression indicates the relation between target samples and 
output samples with respect to data training, data validation 
and test data. In the regression plot, if R=1 indicates the line 
lies at an angle of 450 with respect to x-axis, which means 
that both target and output are equal. The value of ‘R’ may 
be one when there may be a close relationship between 
output sample and target values. In the case of specified 
location, in both areas the regression values are above 0.98 
which means that the curve fitting is reasonably valid. 

4.2. Measured and forecasted load demands with LR and 
ANN: 

Consider the microgrid cluster is operated in grid 
connected mode. Unscheduled static test loads are 
incorporated in MG1, MG2 of area-1 and MG3, MG4 of area-2 
at different instants of time from t=0sec to 0.55sec along 
with the actual load demands. Figure 13 shows the load 
profiles (actual and predicted) of area-1 and area-2 for 24 hrs 
duration. The real time values of solar and wind parameters 
and load demand at the foresaid location from 10/01/2019 to 

k

k
ba

MSE
å -

= 1
µµ

aµ bµ k



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
S. N. V. Bramareswara Rao, Kottala Padma., Vol.11, No.1, March, 2021 

 154 

15/01/2019 are considered. The measured values of load 
demands of microgrid cluster is considered as the benchmark 
for comparison of forecasted loads using proposed ANN and 
Linear Regression (LR) in time series model.  

LR in statistics is a linear approach to estimate the 
relation between dependant and independent predictors. The 
equation of LR is given in Eq. (20) [29]. 

     (20) 

Where İntercept   (21) 

Slope    (22) 

Here, i- Independent variable, y-Dependant variable, M- No. 
of values, I-Score 1, Y- Score 2. From the results shown in 
Fig.13 (a) it is observed that in area-1 there are some 
deviations occurred between target values and predicted 
values using proposed ANN because R= 0.99494 (Training), 
R=0.98845 (Validation) and R= 0.99781 (Test). But, form 
Fig. 13 (b) it is clearly observed that in area-2 the measured 
and predicted values are almost equal because R= 0.99992 
(Training), R=0.99986 (Validation) and R= 0.99995 (Test). 

 

 
Fig. 13. Comparison of measured and forecasted load 
demands of area-1, area-2 with LR and ANN 

The actual and forecasted load demand profiles of a 
microgrid cluster for 24hrs duration are as shown in Fig. 15. 
Also the predected load demands for both LR method and 
proposed ANN are compared and it is concluded that the 
proposed method shows superiority in forecasting the load 
demands in the cluster. 

4.3. Energy  Transactions between microgrid cluster and 
utility grid : 

In this case, the concept of interoperability is verified by 
considering different load profiles at different instants of 
time. The energy management system (EMS) is modeled to 

operate the cluster effectively by scheduling the availability 
of green resources used in the MG’s. Due to the 
interoperability, the interconnected MG’s in two areas will 
share the load during excess/deficit power conditions without 
creating burden on the utility grid. Fig. 14 shows the cluster 
power available at PCC for making energy transactions with 
utility grid.  

Form the simulated results shown in Fig. 14 it is 
observed that from 0 sec to 0.2 sec and from 0.25sec to 
0.32sec the power available at PCC of cluster is excess, so in 
this zone CB of cluster is closed to export the power to utility 
grid. Similarly, from 0.2sec to 0.25 sec the zone is said to 
excess/deficit zone accordingly CB of microgrid cluster 
close/open to import/export the power from/to utility grid. 
So, from the above results it is concluded that the EMS of 
microgrid cluster works satisfactorily for the real time data to 
make energy transactions. The day-ahead load demand 
forecasted values on 24hrs basis are clearly listed in Table 1. 

Fig. 14. Power available at microgrid cluster for exchange 

5. Conclusion 

The ANN used in this paper accurately predicts the day-
ahead load demand in the system based on the availability of 
energy sources in the specified location when compared with 
LR method. The EMS developed in the microgrid cluster 
effectively functions to operate the renewable sources based 
on their availability to meet the load requirements at all the 
time in a day and also schedules the energy transactions 
between interconnected and interoperable microgrids in both 
areas of a cluster and the utility grid. Hence the proposed 
configuration of the system allows the power exchange with 
utility grid for meeting the load requirements by utilizing the 
localized energy sources during deficit/excess power 
conditions. Due to this, the reliability of the system is 
increased and system becomes economical. Based on the 
aforesaid operations planning engineers may plan the 
maintenance schedule for adding a new unit for meeting the 
potential increase in the growth of energy. 
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Fig. 15. Comparison of measured and forecasted load demands in a microgrid cluster 

Table 1. Day-Ahead load demand forecasting of microgrid cluster during 18/01/2019 to 23/01/2019 

Day Time 
Microgrid cluster load demand in watts Utility Grid 

Area-1 Area-2 Total Power 
Export Import 

M F M F M F 
Mon 12:00pm 2462 2470.43 1144 1143.91 Excess Excess ü  û  
Tues 10.00am -1091 -1100.11 896 895.038 Deficit Deficit û  ü  
Wed 14.00pm -590 -116.71 1351 1352.57 Excess Excess ü  û  
Thu 11.00am 666 678.44 905 905.23 Excess Excess ü  û  
Fri 09.00am 593 583.17 933 933.44 Excess Excess ü  û  
Sat 16.00pm -590 -597.25 1340 1340.11 Excess Excess ü  û  

*M-Measured, F- Forecasted 
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