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Abstract- Micro grid energy management has become critically important due to inefficient power use in the residential sector. 

High energy consumption necessitates developing a strategy to manage the power flow efficiently. For this purpose, this work 

has been divided into two phases: The first is the "ON/OFF" operation, which has been executed using a genetic algorithm for 

the hybrid system, including diesel generator, solar photovoltaic (PV), wind turbine, and battery. Then, in the second phase, the 

output results were used as input in three algorithms to predict load and supply dispatch one month ahead. This study has two 

objectives; the first is to decide which energy source should meet the load one month ahead. The second is to compare the 

outcomes of machine-learning techniques, namely Random Forest (RF), Decision Tree (DT), and K-Nearest Neighbours (KNN), 

to determine the one that performs the best. The results indicated that the DT technique has the best performance in the application 

of classification with an accuracy of 100%. The findings also show that the RF approach gives acceptable results with an accuracy 

of up to 98%, and the KNN algorithm was poor in terms of accuracy with a value of 28%. 

Keywords Renewable energy, Power management, Load classification, Machine learning algorithms. 

 

1. Introduction 

The world has been facing a severe electricity crisis. 

Globally, large industrial factories, airports, residential 

compounds, and high-rise buildings are built to improve the 

economic infrastructure. But, this has increased power 

demand, which has posed a great challenge for countries to 

satisfy their energy requirements [1]. The balance between the 

demand and supply is one of the factors that should be 

considered while building any hybrid energy system. 

However, it is possible to solve this problem through energy 

management and control systems using machine learning 

algorithms, optimization techniques, and artificial intelligence 

[2]. Therefore, energy system planning and optimization must 

perform simultaneously to ensure the high-efficiency design 

and low-cost operation [3]. to overcome the drawbacks of the 

traditional systems, several techniques have been 

implemented to obtain better performance. Intelligent energy 

management has gained the interest of several experts because 

it is very important for designing reliable systems [4]. 

Renewable energy is popular  

 

because of cheaper operations, lower maintenance costs, 

and simpler deployment than traditional generation systems 

[5]. Improving energy generation in micro grids would 

significantly reduce operating costs and technical problems. 

Furthermore, accurate energy consumption prediction is the 

base for designing a reliable system for building energy 

demand. In this regard, energy management and forecasting 

have recently received significant attention. Some 

investigations in this topic have been conducted utilizing 

various techniques, as reviewed in the following section. 

1.1. Literature Review  

 Luu Ngoc et al. implemented an operational control 

approach using the fuzzy logic controller and a commonly-

utilized ON-OFF controller to manage a PV-diesel generator-

battery hybrid energy system. This method optimizes the 

battery and generator performance under all operating 

conditions [6]. Different renewable energy systems, both 

stand-alone and grid-connected, have been used a lot due to 
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the low costs of installation, generation, maintenance, and 

operation. In addition, it's a response to scheduling and 

management programs. To evaluate 24-hour operational 

scheduling, the authors have designed a hybrid system 

equipped with PV cells and a diesel generator [7]. It is difficult 

to realize such an interactive, resilient, and sustainable model. 

In reference, a novel modelling and control prototype for 

smart grid integration of renewable energy sources is 

presented [8]. the primary objective of [9] is to design a 

Hybrid Energy System to fulfil the electricity needs of a large 

residential hostel for graduate students. Specific objectives 

included estimating energy demand and conducting economic 

and technical analyses of various combinations of renewable 

power sources that can meet the estimated energy demand. 
The main goal of study [10] is to achieve balance by arranging 

production, transmission, and consumption in real time. 

Because of this, it is very important to estimate power 

generation accurately. Meteorological and geological data 

from a wind power plant were used to estimate the amount of 

energy that could be made from wind. Artificial neural 

networks and the Adaptive Network Based Fuzzy Inference 

System were used to predict generation because of how well 

they could predict linear and nonlinear models. Reference [11] 

proposes a simple, highly reliable, and cost-effective PV-

based water pumping system. The proposed system is 

modelled and tested using MATLAB/Simulink under 

different irradiation of the PV array to increase efficiency 

while decreasing cost and complexity. The model is tested 

with and without MPPT control, and the system efficiency is 

successfully evaluated. 

Another study suggested a robust model for energy 

optimization to minimize hybrid system operating costs while 

managing power flow while taking increasing demands, 

intermittent solar radiation, and battery charge levels into 

account [12]. Selecting the optimal combination of several 

energy sources results in significant cost savings. In another 

study, the authors proposed an ideal system design, which 

included many configurations of renewable energy sources. 

They applied PSO, GA, TLBO, and BFPSO optimization 

algorithms to determine the best structure [13]. Dulout and 

Hernández et al. suggested integrating renewable energy 

sources with storage systems using a scheduling technique, 

considering essential factors affecting battery lifespan. They 

also conducted a cost evaluation to find out the optimal hourly 

storage capacity [14]. 

Reference [15] designs and implements a novel hybrid 

generation system including a solar system, energy storage, 

wind turbine, electrolytic cell, hydrogen gas turbine (HGT), 

and hydrogen energy storage. For economic evaluation, three 

scenarios are studied based on significant weather parameters 

and generation costs. The study [16] by Kiptoo and Adewuyi 

et al. presented a system that optimally combines various 

generating units, and there has been a lot of focus on 

prioritizing and cost-effectively scheduling. This system 

contains a photovoltaic (PV) array, a wind turbine (WT), and 

batteries. A MATLAB and MILP model were used to 

determine the optimal BESS, WT, and PV sizes to satisfy the 

system's demand while keeping costs as low as possible. In 

reference [17], To ensure sustainable energy transfer between 

sources and loads, the authors proposed a Rule-based energy 

management method for designing the best system 

configuration for an isolated micro grid. 

Furthermore, in [18], the authors provided an ideal design 

of a hybrid system for micro grid applications that included 

some waste biomass and rooftop PV. They implemented a 

general optimization algorithm combining with a multi-

perspective evaluation process. The proposed method was 

evaluated with data from Beijing, China. In a paper [19], the 

energy demand in Cyprus was predicted using machine 

learning methods such as linear regression, support vector 

machines (SVM), and artificial neural networks (ANN). The 

prediction models were modified using long-term and short-

term analysis to forecast accurate data representing the power 

consumption in 2016 and 2107. The results indicated that 

SVM and ANN are better than other machine learning 

methods. Ref. [20] established accurate classification model. 
in order to achieve energy sustainability, building energy 

modelling is essential for improving energy efficiency. The 

researchers used machine learning techniques to categorize 

buildings depending on their energy efficiency. 

Based on the fact that the main factor in hybrid system 

design is determining how power will be generated. The 

authors in [21] utilized Multi-Layer Perceptron (MLP) model 

to predict the expected power generation in the next 24 hours 

from the mirrored system. The researchers in [22] predicted 

solar power generation from a PV plant using a Recurrent 

Neural Network (RNN) algorithm, and the investigators in 

[23] forecasted PV and wind power production using three 

different techniques, including SVM, Radial Basis Function 

Neural Network (RBFNN), and Auto-Regressive Integrated 

Moving Average (ARIMA). Furthermore, constraints like the 

variety of consumption patterns require machine learning to 

understand and predict residential demand. Since load 

management is necessary in residential load, the author 

discussed it in details using machine learning algorithms [24]. 

When focusing on the accuracy of results, several algorithms 

can be utilized to evaluate short-, mid-, and long-term load 

forecasting such as multivariate adaptive regression splines, 

and linear regression techniques [25]. 

     Energy sources' classification is essential for many energy 

management applications, so it was necessary to establish a 

reliable energy system before utilizing machine learning by 

applying simulations to a virtual server for micro grid control. 

The authors illustrated a flexible cloud-based architecture that 

enables real-time energy control [26]. Furthermore, energy 

generation prediction also involves weather data (such as wind 

speed, temperature, humidity, and solar radiation). But it's 

hard to accurately predict a building's energy consumption 

when so many factors are considered, such as its structure 

(insulation, glazing, window-to-wall ratio, orientation, 

number of residents, appliances, loads, and operational hours) 

[27]. Utilizing soft computing techniques for energy 

prediction is essential in solving these issues. It's significant to 

forecast electricity usage before establishing new power 

plants. For accurate power forecasting, SVR and MLP 

algorithms were investigated in paper [28]. In another study, 

authors tested a Random Forest-based prediction model for 

long-term energy usage forecast in several buildings using the 

hourly data collected in the form of a one-year dataset. 
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According to the results, the model showed high prediction 

accuracy [29]. The idea behind our work was inspired by a 

study [30]. Perera et al. tested some supervised algorithms, 

including Naive Bayes, multi-layer perceptron, RF, Bayesian 

network, DT, and Naive Bayes Tree, to classify five car traffic 

types. Classification accuracy was the highest when RF and 

DT algorithms were applied. 

In general, it is difficult to determine which machine 

learning (ML) model is the best because the literature shows 

that all models provide high accuracy. To select the most 

appropriate model, it is essential to analyse the structure of the 

collected data and the application in detail. Machine learning 

enables rapid and accurate load forecasting and classification 

for energy management when input factors are unclear. 

Comparison between different ML models is available in the 

literature. As previously discussed, several studies compare 

the suggested ML approach against the traditional or basic ML 

models without giving adequate structural depth. To 

summarize, the literature review is subdivided into two parts: 

The first deals with micro grid energy optimization and 

management, and the second predicts energy, presenting key 

findings of a few papers based on supervised algorithms. 

 

1.2. Paper Contribution 

 This work has been performed in two stages: First, the 

optimal scheduling of the hybrid energy system was found, 

and the mentioned sources are classified based on operational 

time. The study initially incorporates renewable energy 

sources and utilizes a genetic algorithm-based energy 

management model. Commercial solvers easily handle the 

model, determining the best options throughout the schedule 

(720 hours). Secondly, a reliable classification model for 

energy management is proposed. This model aims to make an 

operational decision to determine when the three sources are 

turned on or off based on the input data from the first part 

(genetic algorithm). Then we demonstrated how machine 

learning algorithms could perfectly categorize and forecast the 

operation time of energy sources. Finally, the proposed work 

was validated by comparing the accuracy of the results. 

According to our knowledge, no previous study has explored 

this topic using this methodology. 

1.3. Significance of the Study 

This study is important for four reasons:  

1. Determine the best scheduling of energy sources to 

obtain the optimal operation for all the energy sources.    

2. Use the developed classification models for another 

building under similar weather conditions and power system 

components. Based on the results, the model can determine the 

appropriate energy source for each hour based on the input 

data, such as temperature, wind speed, solar radiation, 

humidity, and wind and solar energies. 

3. Obtain a reliable and tested model to save time and 

effort in deciding the energy sources required for other 

buildings. 

4. Because Libya's state has set the aim of using only 

renewable technology to cover most of its power   

consumption, the plan includes replacing some fossil fuel and 

gas stations with a hybrid power system. These systems will 

be established as soon as possible in several parts of the 

country. For this reason, we decided to supply these buildings 

using renewable energy. 

1.4. Research Gap and Paper Structure 

This study proposes a novel combination of genetic 

algorithms and machine learning techniques for energy 

management. In comparison with previous studies in the 

literature review, several authors have utilized different 

algorithms to control and manage micro grids' power 

generation. The mentioned studies have mainly focused on 

power resource management (production) or consumption 

scheduling (demand) to minimize operational costs. Unlike 

previous studies, our study applies supervised algorithms 

(KNN, DT, and RF) for smart building energy system 

improvement and power source classification based on 

measured and forecasted data. Four different algorithms were 

used to manage energy sources. The first algorithm (GA) 

produces an optimal management plan for the energy output 

of each source to meet the demand for every hour. The second 

(classification) algorithm predicts the power dispatch of three 

energy sources throughout the month to ensure the 

sustainability of the supplied energy 

This paper has been designed as follows: A description of 

the site and micro grid components is given in Section 2, and 

Section 3 shows the proposed methodology. Section 4 

includes the results and discussion. Finally, Section 5 shows 

the conclusions. 

2. System Description 

In this work, 5 residential buildings were selected to study 

their daily power profile and energy needs throughout a whole 

month. The load data was collected in real-time from these 

buildings by using measurement devices. A hybrid system is 

used to supply the demand load of these buildings. The idea is 

to use the measured data to forecast the load pattern and 

arrange required power supply ideally to achieve end user 

comfort and power sustainable. The off grid hybrid system 

contains two renewable sources, Diesel generator and the 

batteries for storage system as seen in Fig. 1. And table 1 

illustrates technical system components. 

 

Fig. 1. System description of micro grid 
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Table 1. Micro grid parameters 

Symbol Description Value Unit 

Ppv Photovoltaic 

system-rated 

power  

70 kW 

Ppw Wind 

system-rated 

power 

150 kW 

PL Load 

demand 

85- 

247 

kW 

Pbatt Battery 

capacity 

200 kWh 

SOCmax Maximum 

Battery 

system SOC 

90 % 

SOCmin Minimum 

Battery 

system SOC 

10 % 

PDG Diesel 

generator-

rated power 

100 kW 

Scheduling T Simulation 

time 

720 H 

Classification  

T 

Simulation 

time 

720 H 

2.1. Site Description  

 The study was conducted based on data obtained from 

five buildings located in Tripoli, Libya (32°00′17″N 

11°19′51″E). A total of 260 residents belonging to 50 families 

live in the mentioned buildings. The selected location has a 

power outage every day. energy consumption data was 

obtained for one month as a case study to get more accurate 

results. Meteorological data, given in the figures, has been 

taken from the NASA website.  

3. Methodology Description 

 As shown in Fig. 1, the system under investigation is an 

off-grid hybrid system consisting of batteries, a solar system, 

a diesel generator, and a wind system. It is utilized to provide 

power to a residential community. The highest demand is 

210kW, and the lowest is 86kW. Hybrid energy sources (HES) 

were scheduled for more than 720 hours during the one-month 

period. The work is divided into two sections. The first section 

comprises a model for an energy source schedule that utilizes 

a genetic algorithm. It starts by entering the weather data and 

building electrical demand for one month (720 hours). The 

program then calculates the output power of renewable energy 

sources and the battery charge level. Based on the changing 

loads, the algorithm will select the most cost-effective energy 

sources to satisfy the demand for each hour, considering the 

available energy and the minimal cost. Then, the results will 

be used as the classification model's input data. Next, the 

model is trained on this data to help the algorithm understand 

the scheduling process based on the value of the load, the 

available power, and the weather data. Finally, based on all 

these inputs, the model will determine the energy sources that 

must supply the load per hour in other buildings in the same 

conditions. Fig. 2 shows the research methodology. The 

management and classification process is explained in detail 

in the following sections of the paper. 

 

Fig. 2. The research methodology 

3.1 Energy Sources Management 

      The hybrid system consists of a 150kW rated wind turbine 

(WT), 70kW PV, a 100kW diesel generator, and an energy 

storage system. An Energy Management System (EMS) is 

proposed to manage power-sharing among the specified 

sources based on hourly weather conditions and load demand. 

A Genetic Algorithm (GA) handles the EMS, making the 

decisions based on the system's running costs while 

prioritizing inputs from renewable sources. The following 

steps explain the scheduling methodology: 

➢ Photovoltaic and wind energy are mostly utilized 

  to supply loads.     

➢ When renewable energy output exceeds demand, 

   BESS charges with extra energy. 

➢ BESS discharges when the PV system and WTs 

  are insufficient. 

➢ BESS injects a portion of power when a high 

  consumption occurs or when the  renewable 

   resources' output not stable.                            

➢ Diesel generator provides power when PV, WT, 

   and BESS systems are inadequate. 

➢ When production exceeds demand and BESS is  

                fully charged, extra renewable energy will be  

                 delivered  to the grid.   

➢ This method always prioritizes a low-cost energy. 

The following are the limitations of the management system: 

As illustrated in Equation 1, the energy flow in the microgrid 

system must be continuously balanced.    

PL(t)  =  PPV(t)  +  PWt(t)  +  PBat(t)  +  PDG(t)             (1) 

Equations (2) and (3) represent surplus and deficit power, 

respectively 

   𝑃𝐸𝑋(𝑡) = [𝑃𝑝𝑣(𝑡) + 𝑃𝑤𝑡(𝑡)] − 𝑃𝐿(𝑡)                             (2) 
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    𝑃𝐷𝑒𝑓(𝑡) = 𝑃𝐿(𝑡) − [𝑃𝑝𝑣(𝑡) + 𝑃𝑤𝑡(𝑡)]                          (3) 

     𝑃𝐷𝐺(𝑡) ≤ 𝑃𝐷𝐺 𝑚𝑎𝑥                                                          (4) 

Where 𝑃𝑃𝑉(𝑡) is the PV power, 𝑃𝑊𝑡(𝑡) is the wind system 

power, 𝑃𝐿(𝑡) represents the demand power, 𝑃𝐵𝑎𝑡(𝑡) is the 

energy obtained from the battery, 𝑃𝐷𝐺(𝑡) is the power the 

diesel generator delivers, 𝑃𝐸𝑋(𝑡) is the surplus power, and 

𝑃𝐷𝑒𝑓(𝑡) is the deficit power. 

3.1.1.The Proposed Scheduling Algorithm 

     The Genetic Algorithm is classified as a search heuristic 

because it is a computational search strategy to find 

approximate optimization solutions, specifically when a 

search is involved. It starts by creating a population of possible 

solutions, which is randomly done to ensure that the whole 

search space is covered. A chromosome is a possible solution 

defined by a collection of parameters known as genes. Each 

individual in the population is assigned a fitness value, and the 

population is evaluated. The selected individuals are subjected 

to crossover and mutation. It is the stage during which new 

people (children) are generated for the next generation. The 

process continues until the optimal option is found. 

The methodology of the proposed GA-based energy 

scheduling model is explained in some steps below, as given 

in Fig. 3. The merit of the proposed algorithm is that it can 

integrate multiple renewable energy supply sources. 

 

Step 1: Parameters initialization 

Step 2: Input is forecasted for 720-hour energy demand 

Step 3: Hourly input forecasts of solar irradiance and wind    

            speed . 

Step 4: Prepare an hourly output power generation report for  

            RE sources.  

Step 5: Input generator size and fuel price. 

Step 6: Schedule power production share between various  

             sources. 

Step 7: Generate an optimal hourly solution. 

Start

t>T

F =   Ft 

End

Defining notes where ESU installation is possible

Yes

Yes

No

No

Randomly creating the first population 

d = 1 

t = 1 

Calculating the function Ft for each individual 

of the population

t =t+ 1 

Updating fmax 

Setting the best configuration

d = d+1 

Creating new population

Crossing, mutation

Selection

d>dmax

 

Fig. 3. The Genetic Algorithm flowchart 

3.2. Energy Sources Classification 

 In the second stage of the study, three ML algorithms 

were implemented to classify the time of using energy sources 

to schedule their operations. The dataset was divided into two 

sets: 70% of measurements were devoted to training, and at 

the same time, the remaining 30% were kept for testing. The 

dataset includes 720 samples, with four inputs, seven 

attributes, and a single output. In this case, inputs include 

hourly consumed power, power generation through WT and 

PV, wind speed, ambient temperature, and solar data.  

       In the field of building energy analysis, supervised 

machine learning techniques have received significant 

interest. It is used to classify unlabeled data based on hidden 

patterns and feature similarities. This approach is beneficial 

for energy prediction applications, which essentially require 

energy requirement estimations for energy demand and supply 

in similar buildings; however, classification algorithms 

provide more precise tools for forecasting energy 

consumption than traditional methods. Fig. 4 depicts a 

flowchart of the complete classification method. The 

following section briefly explains the three algorithms used in 

this work. 

 

Fig. 4. Flowchart of the classification process 

4.1. Random Forest (RF) Algorithm 

 RF algorithm is a type of ensemble learning method that 

can be used for classification, regression and other tasks. It 

works by creating numerous decision trees throughout the 

training process. Individual tree prediction is returned as the 

average predictions in regression tasks. When used for 

classification problems, the output of the RF is the class that 

has the greatest number of trees. RF is a classifier including a 

set of classifiers i.e., {h(x, Θ_k ), k = 1,...}, where k is an 

independent distributed random vector. At input x, each tree 

votes with one unit for the most popular class. The flowchart 

of RF algorithm is presented in Fig. 3. [31].  

The random forest can be generated by following the 

instructions below: 

Step 1: The algorithm selects random samples (k) from the 

specified dataset. 

Step 2: For each chosen sample, the algorithm will generate a 

N number of decision tree. Then, each decision tree will 

obtain a prediction result. 
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Step 3: Voting will then be taken for each predicted output. It 

will employ scalp mode for a classification issue. 

Step 4: Finally, the algorithm will choose the result with the 

most votes as the final prediction. 

In the next paragraph, the mathematical equations that 

used in RF classification model will be explained. At first, 

a given a group of classifiers h1(x), h2(x), . . ., hK (x), with set 

of randomly trained distribution vector (X,Y), determine the 

margin function as follows: 

 𝑚𝑔(𝑋, 𝑌) = 𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋) = 𝑌) − 𝑚𝑎𝑥𝑗≠𝑌𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋) = 𝑗) 

(5) 

where I is defined as indicator function; the margin indicates 

how much the average number of votes for the right class at 

(X, Y) out numbers the average value for any class. When 

greater margin is obtained, it leads to more confidence in 

classification. The generalization error can be expressed as: 

           𝑃𝐸∗ = 𝑃𝑋,𝑌(𝑚𝑔(𝑋, 𝑌) < 0)                                   (6) 

The subscripts X, Y denote that the probability is over the 

space (X, Y). In random forests, ℎ𝑘(𝑋) = ℎ(𝑋, Θ𝑘) . The 

Strong Law of tree structure is used for a larger number of 

trees. 

The function of margin for an RF is, 

    𝑚𝑟(𝑋, 𝑌) = 𝑃Θ(ℎ(𝑋, Θ) = 𝑌) − 𝑚𝑎𝑥𝑗≠𝑌𝑃Θ(ℎ(𝑋, Θ) = j)                                  

(7) 

The strength of classifiers (ℎ(𝑋, Θ)) is given as: 

           𝑠 = 𝐸𝑋.𝑌𝑚𝑟(𝑋, 𝑌)                                                  (8) 

The raw of margin function is expressed as: 

   𝑟𝑚𝑔(Θ, 𝑋, 𝑌) = 𝐼(ℎ(𝑋, Θ) = 𝑌) − 𝐼(ℎ(𝑋, Θ) = 𝑗(𝑋, 𝑌))                               

(9) 

if the set of possible values of y is denoted by 𝜑, minimizing 

𝐸𝑋𝑌 (L (y, f (x))) for zero-one loss gives 

𝑓(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦∈𝜑𝑃(𝑌 = 𝑦.  𝑋 = 𝑥                               (10) 

Finally, f (x) is the predicted class (“voting”) can be 

calculated by the following equation. 

𝑓(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦∈𝜑 ∑ 𝐼(𝑦 = ℎ𝑗(𝑥))𝐽
𝑗=1                           (11) 

4.2. Decision Tree (DT) algorithm 

 It is a supervised learning method in statistics, data 

mining, and machine learning applications. A predictive 

model such as a classification or regression decision tree is 

used to solve many complicated problems. The DT has many 

nodes, which further create a rooted and directed tree with no 

incoming edges. A node is called a "root." Each node has an 

incoming edge. A test/internal node has outgoing edges. The 

additional nodes are called leaves (also called decision or 

terminal nodes). In the DT, each internal node divides the 

instance space into two or more sub-spaces. It happens based 

on the input attribute values' discrete function. Usually, the 

goal is to discover the best DT by lowering the generalization 

error. Other objective functions include minimizing the 

average depth and reducing the number of nodes [32].  

In the following paragraph, the processes involved in DT 

classification will be explained.  

1- Entropy 

      A decision tree is constructed from the top downward, 

starting with a root node to include dividing data into 

subsets. Entropy using the frequency table of one attribute is 

given as: 

   𝐸(𝑆) = ∑ −𝑃𝑖
𝑐
𝑖=1 𝑙𝑜𝑔2𝑃𝑖                                            (12) 

where Pi is the probability of picking a data point from 

class i. The following equation represents the entropy 

using the frequency table of two attributes. 

  𝐸(𝑇, 𝑋) = ∑ 𝑃(𝑐)𝑐∈𝑋 𝐸(𝑐)                                          (13) 

2- Information Gain 

      By splitting the examples according to the attributes, 

information gain calculates the expected reduction in 

entropy        

𝐺𝑎𝑖𝑛(𝑆, 𝐴)𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) ∑ (
|𝑆𝑉|

|𝑆|
)𝑉∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴) 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣) 

(14) 

where S is a collection of examples, A is an attribute, 

Values (A) is possible values of attribute A, Sv  is the 

subset of S for which the attribute A has a value V. 

The dataset is then segmented based on various criteria. 

Each branch's entropy is calculated. The total entropy for 

the split is then added proportionally. Before the split, the 

resulting entropy is deducted from the entropy. The 

information gain or decrease in entropy can be obtained 

from: 

   𝐺𝑎𝑖𝑛(𝑇, 𝑋) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑇) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑇, 𝑋)             (15) 

3- Gini 

     Gini is a misclassification metric that is applied when 

data has several classifications. Gini is comparable to 

entropy; however, it is significantly faster to calculate. It 

is calculated as:  

     𝐺𝑖𝑛𝑖 = 1 − ∑ 𝑃𝑖
2

𝑖                                                      (16) 

where i represents the class number 
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4-Gini Impurity 

     Gini Impurity is defined as the measure of variance of 

different classes  

    𝐺(𝑛𝑜𝑑𝑒) = ∑ 𝑃𝑘(1 − 𝑃𝑘)𝑐
𝑘=1                                   (17) 

where Pk is the probability of picking a data point from 

class k 

4.3. K-Nearest Neighbors (KNN) Algorithm 

       It is a common ML algorithm because it is simple and 

versatile. Since KNN uses all the training data, it needs 

significant time to read and save it. In the references section, 

benefits and flipsides of KNN have been provided [29]. KNN 

is useful for regression and classification. The input data is 

added as a set with the closest training samples (k) for both 

purposes. The KNN classification outcome is a class 

membership. An object falls into a category when it gets its 

neighbors' majority vote; for instance, an object may be 

allocated among its k closest neighbors in the most common 

class (k is a small and positive integer) [31]. 

Calculating distance: 

Calculating the distance between each training point and 

the new point is the first step. There are several ways to 

determine this distance, the most popular is the Euclidian. 
Euclidean distance can be calculated as the square root of the 

sum of the squared differences between an existing point (y) 

and a new point (x) as can be seen in following equation 

Distance function=√∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1                                    (18) 

4.4. The Algorithms Evaluation    

    Performance evaluation of a machine learning model is a 

significant step toward its development. Various 

measurements and comparison metrics can be used for this 

purpose. The following four steps validate the model's 

performance and reliability. 

Accuracy: It is a popular evaluation method for classification 

tasks, and it is determined as follows [33]: 

Accuracy= 
𝐓𝐏+𝐓𝐍

𝐓𝐨
                                                             (19) 

In this formula, TP implies true positive, TO represents the 

total number of classifications, and TN means true negative. 

If the predicted value and actual output are "yes," TP is 

applied, and if both are "no," TN is used. Generally, total 

classification accuracy is unacceptable for evaluating the 

model performance when a dataset contains imbalanced data 

[38]. Furthermore, the algorithm may only identify one or two 

classes at a time, which means that a single class may be 

preferred over the others. The most effective model 

performance evaluation measures for imbalanced input data 

are mentioned below: 

Precision: It is actually a proportion of the relevant TP 

samples, which are predicted to correspond to a specific class. 

Equation 13 states that the precision metric is determined by 

dividing TPs by the sum of TPs and False Positives (FPs) [33]. 

   Precision=
𝐓𝐏

𝐓𝐏+𝐅𝐏
                                                             (20) 

Recall: It implies the ratio between correctly-predicted 

samples (TP) (which belong to a specific class of actual 

examples) and the total TPs and FNs [32] 

  Recall=
𝐓𝐏

𝐓𝐏+𝐅𝐍
                                                                   (21) 

F1 Score: This metric shows a model's precision, resilience, 

and balance between recall and precision. It can be 

mathematically stated as [33] 

  F1-score = 
𝟐

𝟏

𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧
+

𝟏

𝐫𝐞𝐜𝐚𝐥𝐥

                                                    (22)  

 5.    Data Analysis 

      The scheduling dataset has 720 instances, seven features, 

a single output variable, and four input parameters. The four 

mentioned inputs are solar power, wind power, and hourly 

demand, while the output is hybrid energy source scheduling. 

The class type contains six attributes. Table 2 shows how these 

elements are encoded. 

Table 2. Encoded values for different classes 

Class Class Encoding 

Wind power + batteries 1 

Wind power +Diesel 

generator 

2 

Wind power+Solar 

power+Battries 

3 

Solar power +Wind power  4 

Solar +wind+Battries+Diesel 

generator 

5 

Wind power+Battries+Diesel 

generator 

6 

Diesel generator 7 

5.      Results and Discussion 

      In this section, only 24-hour data are analyzed to provide 

enough insight into the process of managing and scheduling 

energy sources. A hybrid PV-WT-DG-battery system and 

energy management system, utilizing the genetic algorithm, 

were proposed to supply loads of various residential buildings. 

This study used a typical load profile with a 210kW peak load. 

The generation systems are designed to supply peak loads 
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effectively, but the intermittent nature of RES and consumer 

behavior may impact power sustainability and system 

stability. Fig. 5 depicts a building's load profile and renewable 

energy generation graphs. As can be noticed, there are peaks 

and drops in the load throughout the day. As a result, the 

output of power plants must be raised to satisfy demand during 

the peak hours (afternoon, early morning, and evening, i.e., 

from 7 pm to 12 pm and from 6 am to 8 am). When energy 

consumption is above average, the operators require 

additional production capacity to overcome the unexpected 

peaks. Energy costs will decrease due to less dependency on 

batteries and diesel generators. Utilizing renewable energy 

often lowers the cost of energy production. Customers can 

benefit from less energy costs during the off-peak hours of 9 

am to 7 pm when energy prices are lower. 

       most of the time, load demand surpasses the output power 

of wind and solar systems together. Consequently, the 

generator and battery storage will be coupled to the load 

during periods of peak demand. On the other hand, there are 

periods in which renewable energy output exceeds load 

demand. In this situation, the excess energy will be used to 

charge the batteries. In order to lower the total cost of system 

operating and make power generation sustainable, the 

generator remains on standby during these periods. The ideal 

mix of these sources was then determined for each hour by 

solving a multi-objective function of energy sharing between 

the energy sources and demand in a single scenario. 

       The generated power of each energy source is shown in 

Fig. 5. Conforming to the solar radiation profile, the solar PV 

generator starts producing power at 08:00 and continues 

throughout the daytime. It is also clear that the PV system 

delivers almost its rated power 68 kw at 14:00, which 

corresponds to the maximum solar irradiance. It also applies 

to wind generation, and the total generated power from the 

hybrid system at a particular hour satisfies the load demand 

during that specific hour. For example, during the first three 

hours (01:00 am – 04:00 am), the wind turbine and the battery 

completely supply the demanded electricity, while the 

generator and PV do not contribute any power. The reason is 

that the PV system has no output power during that time.  

      Moreover, the peak demand of the residential building, as 

shown in Fig. 5, occurred at 17:00, which is perfectly fulfilled 

by the PV (42 kW), WT with 100kW, diesel generator (31 

kW), and the battery storage (37 kW) and the lowest load 

measured at 3:00 am (86 kw) which supplied by (WT+BSS). 

Generally, energy production and consumption are always 

balanced, and all constraints are fulfilled. The power to be 

shared is mainly governed by the availability of the energy 

source and energy cost. If the load demand exceeds the 

aggregate energy generated from renewable sources, the 

generator becomes the viable option regardless of the energy 

price during that hour. Fig. 6 depicts the GA fitness function 

during the iteration process.    

     We mentioned that the maximum battery charging is up to 

90% SoC, and the minimum discharge level is 20%; however, 

the generator is needed when the SoC drops to 20% and the 

renewable energy not enough; therefore, from 04:00 am to 

07:00 am, the batteries are charged up solely from the 

generator because the power produced from WT is less than 

the load requirement,  and insufficient to charge the batteries. 

Thus, between 08:00 am and 10:00 am, the storage system 

worked as a complementary energy source for PV and wind 

power systems and dilever 59 kw/h ; however, from 11:00 to 

15:00, the hybrid PV-wind could meet the required energy 

demand without any support from the battery or the 

conventional generator. 

     From 11:00 am to 3:00 pm, the BSS restored its nominal 

capacity from the available renewable energy generation. 

Interestingly, the microgrid sold the surplus RE generation to 

the main grid during this period. The BSS remained in the 

discharge mode from 4:00 pm to 7:00 pm before charging up 

again at 20:00 for two hours. The maximum amount of 

electricity received from the generator was from 21:00 to 

10:00 pm(100 kw), during which the RE was mainly received 

from the wind resource(110 kw), and the BSS reached 

complete exhaustion. To reduce generator dependency, the 

BSS is utilized again with the WT to cover approximately 67% 

of the load from 9:00 pm to 11:00 pm, as shown in Fig. 5. 

     From 3 am until 7 am, demand exceeds generation by 648 

kilowatts, so the generator starts to fill the gap while the 

batteries recharge. After sundown, the BESS and the WT feed 

the load to their minimum SOC limit, decreasing the load 

placed on the generator, increasing efficiency, and saving 

money. With the help of the GA algorithm, we can observe 

that the generator shuts down for 10 hours a day, between the 

hours of 8 am and 4 pm, and that the total amount of electricity 

delivered by the generator drops to 618 KW.Due to the 

unreliable nature of RESs, it is essential to charge the battery 

to prevent load shedding or power outages in the next hours. 

Considering that the battery works at lower DOD values, 

extending its lifespan. It is assumed that the microgrid's 

battery storage initially would be charged to 90% SOC. 

 

Fig. 5. Generated power from each energy source 

     During the day, battery charging and discharging have an 

impact on the overall price of energy. In this scenario, the 

batteries are charged between 3 am and 7 am, 11 am and 3 pm, 

and 8 pm and 10 pm so that their power may contribute to the 

generation of energy during peak hours, reducing reliance on 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
M. Elweddad and M. T. Güneşer, Vol.12, No.4, December 2022 

2010 
 

the generator and wind system during those times. After 

integrating the storage systems (BESS ), the EMS can 

optimize power sharing between the various energy sources 

and load cost-efficiently, thereby decreasing the need to 

purchase power from the generator. Additionally, the EMS 

with these storage systems can decrease unexpected energy 

fluctuations caused by changes in the weather. 

 

Fig. 6. Convergence of GA Algorithm fitness function 

      Fig. 7 illustrates the energy supply schedule based on 

dispatch hours throughout the month. It is evident that the 

WT-generator pair is the most utilized energy source (180 

hours), followed by the PV-WT pair (150 hours), PV-WT-Bat 

combination (120 hours), WT-Bat combination (60 hours), 

and DG-Bat-WT combination (90 hours). The four available 

energy sources switched on concurrently for 60 hours only, 

making this combination the least utilized hybrid system. 

Finally, the diesel generator is used for about 60 hours. The 

GA algorithm decides the optimal power dispatch by 

prioritizing renewable energy to obtain the minimum 

electricity import from the microgrid. 

 
Fig. 7. Operating hours for each class                           

5.2    Classification Results 

     Classification algorithms are implemented for energy 

supply forecasting. Scheduling datasets are divided into two 

groups: 70% of the dataset helps training and 30% supports 

testing. After training the model on the output data from the 

study's first phase, the algorithm gets ready to manage any 

micro grid generation units that supply power to other 

buildings based on variable inputs, such as solar and wind 

energy, residential loads, battery capacity, and diesel 

generator power. The data was used to train three 

classification algorithms, after which the model can classify 

and predict the sources used to connect to the loads. Finally, 

the model was updated with new building data (available 

hourly energy and demand) for the next month using DT 

algorithm. The results demonstrate that the algorithm 

effectively classified the loads and forecasted the energy 

sources that must be operated to meet the demand. 

Fig. 8 illustrates how regularly energy sources are 

switched on over a month. The figure shows that the algorithm 

selects the optimal combination of energy sources for every 

hour to ensure that loads are supplied and that there is never a 

power deficit. It has been noted that the Bat-WT was most 

frequently used (160 hours) throughout the whole month. 

Normally, energy is in excess in the middle of the day, mostly 

because of high PV energy output. The wind system is used 

most of the day and night, while the batteries and diesel 

generator make up for the energy deficit during the night. The 

figure also shows switching on/off (WT+DG) that takes place 

during 150 hours over a month. During some hours, the 

combination of Bat+WT cannot meet the load. In this case, a 

diesel generator only operates for 45 hours to compensate for 

the generation-consumption imbalance. The results also show 

that the PV system was switched on for 330 hours per month; 

this helped to reduce the total energy cost and CO2 emission. 

The results indicated that the classification algorithm managed 

energy sources in residential buildings with high efficiency 

and reliability. It is possible to utilize this model in any 

building with the same power sources. This process will be 

much easier if a small micro grid is constructed, which 

includes renewable energy sources and a generator is added to 

supply residential loads. 

Fig. 8. Optimal combination of energy sources for every 

hour 

5.3. Algorithm Evaluation 

    This section evaluates and analyzes the model's 

performance, and the results are compared for accuracy. Figs 

9-11 provide the precision, F1-score, and recall measures to 

evaluate the ML algorithms' performances. Results show that 

DT is the best algorithm with 100% accuracy. KNN algorithm, 

on the contrary, showed the least accuracy. Figs show that the 
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algorithms DT and RF have higher overall performance for all 

classes and bad performance for the KNN algorithm. It should 

be remembered that for a successful classifier, the recall 

should be as high as possible, or preferably, it should be one. 

That is only possible when the numerator and the denominator 

of Equation 20 are identical, which means that FN is zero. As 

the factor FN increases, the recall value decreases; therefore, 

a good classifier should ideally have a precision of 1. The 

precision value is equal to one only when FP equals zero. As 

shown in Figs 9, 10, and 11, the F1-score yields the same 

performance indicators as the precision and recall metrics. The 

attained results proved that the KNN algorithm does not 

efficiently classify.  

Fig. 9. DT algorithm evaluation measures 

Fig. 10. KNN algorithm evaluation measures 

Fig. 11. RF algorithm evaluation measures 

• RF algorithm 

    To forecast accurate classes, the RF algorithm first 

generates DTs, which have already been trained using data 

flows, and then various outputs are combined. For the best 

outcomes, we used entropy as a variable parameter. Fig. 10 

shows that overall, RF was 98% accurate during classifying 

data. The evaluation results were as follows: Precision is 1.00 

for six classes and 0.95 for class number 7, recall is 1.00 for 

all, F1-score is 1.00 for six classes, and 0.98 for class number 

7, which is obvious in Table 4. 

• DT algorithm 

     To forecast classes, the DT algorithm has several nodes and 

parameters before reaching its leaves. For better speed, we 

used the entropy metric. As a result, the DT method has the 

best accuracy of all the classification algorithms, which is 

100%. Table 3 lists the accuracy, recall, and F1-score for each 

class acquired, while high measured values for most classes 

are around 1.00. 

• KNN algorithm 

     In the KNN classifier, we implement the optimal distance 

for performance as well as accuracy. This approach classifies 

data by determining the nearest neighbors (k). Then, the 

prediction of the data classes is based on how far the neighbors 

are from each other. The efficiency of the KNN algorithm is 

determined by the kind of distance and the value of k. As 

indicated in Figure 5, we find the optimal value of k based on 

the accuracy, which is achieved for values of k ranging from 

1 to 20. The results show that accuracy decreased as the 

number of neighbors increased. The algorithm achieved 28% 

average accuracy, which is lower than other techniques. Table 

5 lists the recall, F1 score, and accuracy per class determined 

using the KNN. The evaluation results were relatively poor as 

follows: Precision between 0.05 to 0.47 and zero in Category 

(1), recall ranges from 0 to 0.67 in four classes (1, 3, 6, 7), and 

the rest of the three classes have (0) values. The F1-score has 

the best value in class one (0.55), and the rest of the classes 

are weak, including three classes(2, 4, 5) with value zero (0), 

which is similar to recall results. Table 2 lists the classification 

report of the KNN algorithm. 

Table 2. Testing classification report of KNN algorithm 

Class Precisi

on     

Recall F1-sco

re    

Suppor

t 

Accura

cy   

1 0.47 0.67 0.55 39 28 

2 0.00 0.00 0.00 12  

3 0.31 0.17 0.22 24  

4 0.00 0.00 0.00 10  

5 0.00 0.00 0.00 26  

6 0.05 0.67 0.09 3  

7 0.23 0.30 0.26 20  

Table 3. Testing classification report of DT algorithm 

Class Precisi

on     

Recall F1-sco

re    

Suppor

t 

Accura

cy   

1 1.00 1.00 1.00 39 100 

2 1.00 1.00 1.00 12  

3 1.00 1.00 1.00 24  

4 1.00 1.00 1.00 10  

5 1.00 1.00 1.00 26  

6 1.00 1.00 1.00 3  

7 1.00 1.00 1.00 20  



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
M. Elweddad and M. T. Güneşer, Vol.12, No.4, December 2022 

2012 
 

Table 4. Testing classification report of RF algorithm 

Class Precisio

n     

Recall F1-sc

ore    

Support Accurac

y   

1 1.00 1.00 1.00 39 98 

2 1.00 1.00 1.00 12  

3 1.00 1.00 1.00 24  

4 1.00 1.00 1.00 10  

5 1.00 1.00 1.00 26  

6 0.95 1.00 0.98 20  

7 1.00 0.93 0.97 15  

      Fig. 12 represents the heat map; it uses the correlation 

between inputs and outputs. The map displays the correlation 

between variables on a scale of 1 to -1, where 1 is the strongest 

and -1 is the lowest correlation. If the correlation coefficient 

is zero, there is no correlation between the variables, 

indicating a low dependency between model inputs and 

predicted outcomes. The evaluated parameters in the map 

include demand load, temperature, wind speed, solar 

irradiation, wind power, and solar power. According to 

correlation analysis, the model obtained high output power 

from both the PV and WT systems when both irradiation and 

wind speed were high. 

 

Fig. 12. Heat map 

      The graphic representation shows positive and negative 

correlations in some classes, indicating that the variables are 

directly and inversely related to each other. For example, the 

map demonstrates a strong correlation between photovoltaic 

output power and solar radiation, which reaches 1, and it is 

also good in the case of temperature, which is about 0.49. 

Additionally, the relationship between power generation and 

wind speed for wind energy is excellent, reaching 0.87. 

Generally, an improved model can be obtained by increasing 

the correlation between all the available variables to predict 

energy sources better. Finally, as shown in the correlation 

matrix analysis, all input and output variables have positive 

and negative correlation coefficients, which are not always 

strongly correlated. 

      For more details, to explain the algorithms' efficiency, 

confusion matrices were utilized, as depicted in Figure 13. The 

mentioned matrices were created to summarize the overall 

performance of the model. The columns represent actual 

results while predictions are represented by rows on the graph 

below, and correct predictions have been shown in red color. 

A confusion matrix summarizes the number of correct and 

deviated predictions generated by the classifier. A good model 

contains large values diagonally and smaller ones in the rest 

of the matrix. The matrices show that the diagonal elements 

are large while the rest of the cells are zero. It indicates that 

the model is accurate and has successfully read all the 

classifications, with up to 100% accuracy in the DT algorithm 

and 98% in the RF algorithm. In the case of the KNN 

algorithm, the numbers are the same between the diagonal and 

the rest of the matrix. For example, the first, sixth, and seventh 

columns contain greater-than-zero values. It indicates that the 

model is inaccurate and does not recognize all the 

classifications.  

Class 3 4 6 8 10 12 14 16 

3 2 0 6 0 0 4 0 0 

4 11 0 4 0 0 9 0 0 

6 1 0 0 0 0 5 4 0 

8 11 0 0 10 0 8 7 0 

10 0 0 0 0 26 2 0 1 

12 3 0 0 0 0 4 6 7 

 14 1 0 0 0 0 2 9 3 

A. Confusion matrix of KNN 

class 3 4 6 8 10 12 14 16 

3 39 0 0 0 0 0 0 0 

4 0 12 0 0 0 0 0 0 

6 0 0 24 0 0 0 0 0 

8 0 0 0 10 0 0 0 0 

10 0 0 0 0 26 0 0 0 

12 0 0 0 0 0 3 0 0 

14 0 0 0 0 0 0 20 0 

16 0 0 0 0 0 0 0 14 

B. Confusion matrix of RF 

 

C. Confusion matrix of DT 

Fig. 13. Confusion matrix of three algorithms A, B, and C 

6.      Conclusion 

Energy generation and management are serious challenges for 

any country. Renewable energy sources are increasingly 

utilized as a source of energy. In such cases, micro grids       

operating as fully operational energy systems in various         

class 3 4 6 8 10 12 14 16 

3 39 0 0 0 0 0 0 0 

4 0 12 0 0 0 0 0 0 

6 0 0 24 0 0 0 0 0 

8 0 0 0 10 0 0 0 0 

10 0 0 0 0 26 0 0 0 

12 0 0 0 0 0 3 0 0 

14 0 0 0 0 0 0 20 0 

16 0 0 0 0 0 0 0 15 
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locations are becoming an attractive choice. The accurate 

prediction of power consumption by large consumer groups, 

such as residential, is necessary to implement a microgrid 

design successfully.This study aimed to develop a standard 

forecasting model for energy sources that should be turned on 

and off. 

      The first section of this paper discusses how the algorithm 

uses energy management data obtained from the genetic 

algorithm to determine energy consumption and the best 

power supply source to meet the loads. This strategy gives end 

users forecasting profiles for energy supply and demand, 

enabling them to enter the market for smart grids and 

alternative energy sources. This study's subject was the energy 

management system used in a standalone microgrid with 

variable parameters (demand loads, solar and wind power 

generation, a battery storage system, and a diesel generator). 

In the first phase, a rule-based methodology was established 

to choose the best use of energy sources based on forecasts for 

renewable resources. It is taken into consideration to decrease 

operational costs, maximize the use of renewable energy 

sources, and exchange power to the grid. 

     The power flow process in this work between loads and 

different sources shows how well the algorithm manages and 

optimizes the use of renewable resources. The second part of 

the study developed a novel methodology for forecasting the 

following month's energy requirement. Load profiles, 

scheduled energy data, and PV + WT output power were 

classified using machine learning techniques such as Decision 

Tree (DT), K-Nearest Neighbors (KNN), and Random Forest 

(RF) to predict which sources should be connected to the 

demand side throughout the month. The findings were 

confirmed by comparing the three models to determine the 

best. After analyzing the classification algorithms' output, it 

was discovered that the DT method performed remarkably 

better than the RF technique, while the KNN algorithm 

performed poorly. Furthermore, in such studies, the RF and 

DT algorithms proved to be accurate and robust. To obtain an 

improved model, the parameters of the algorithms were 

modified to achieve optimal accuracy, which improves system 

reliability and reduces training time. 

     Overall, among the three algorithms, the suggested model 

of the DT algorithm obtains the best accuracy (100%), 

followed by the RF algorithm (98%), while the KNN method 

gives the least accuracy (28%). Additionally, when it comes 

to   the    evaluations of precision and recall, the DT algorithm 

performs better than other algorithms. Finally, the results 

show how well the model predicted and classified energy 

sources. This study enables more optimized use of hybrid 

systems in micro grids; the operator can thus control the 

sources and time of use to achieve the best technical and 

economic results. Furthermore, unlike more complex hybrid 

algorithms, the proposed classification methods are simple, 

easy-to-use and implement 

. 
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