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Abstract- The integration of renewable energy sources (RES) into the power grid has significantly grown in response to the rise 

in energy demand. Since wind energy tends to be intermittent and is continuously incorporated into the grid, it is crucial to 

properly forecast wind speed to maintain the reliability of the power system and the balance between supply and demand. In this 

study, using R-Studio software, daily and monthly data of wind speed of Ras Gharib-Egypt were modeled using statistical models 

(time series forecasting methods). The best parameters related to each method that result in the best model are identified through 

a careful examination of various values for each parameter. Then, using various error metrics calculated for each model, a process 

of model assessment is used to determine the best models among the investigated forecasting techniques. The precise models 

selected are extremely important because they can be employed to address both short-term operating issues and long-term 

planning concerns in the power system to obtain more trustworthy results over various timescales. 
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NOMENCLATURE

Abbreviations 

RES            Renewable Energy Sources 

BOO           Build-Own-Operate 

NWP          Numerical Weather Predictions 

AI              Artificial Intelligence   

ANN          Artificial Neural Networks    

SVM          Support Vector Machine 

AR             Auto Regressive 

MA              Moving Average  

ARMA        Auto-Regressive Moving Average 

ARIMA       Auto-Regressive Integrated Moving Average 

SARIMA     Seasonal Auto-Regressive Integrated Moving     

                    Average 

UAE            United Arab Emirates 

RF                Random Forests        

SSA           Singular Spectrum Analysis 

MAPE       Mean Absolute Percentage Error  

RMSE       Root Mean Square Error 

MAE         Mean Absolute Error 

ME            Mean Error 

MSE          Mean Square Error 

LM              Lagrange Multiplier 

ARCH         Auto-Regressive Conditionally Heteroscedastic 

ANFIS         Adaptive Neuro-Fuzzy Inference Systems 

ACF             Autocorrelation Function 

MLR            Multiple Linear Regression 

PACF           Partial Autocorrelation Function 

NARX       Non-linear Auto-Regressive network with                                  

                   Exogenous inputs 

MODWT   Maximal Overlap Discrete Wavelet Transform 

GARCH    Generalized Auto-Regressive Conditionally                                                                                          

                  Heteroscedastic 

ETS          Error-Trend-Seasonal 

TBATS      Trigonometric-Seasonal, Box-Cox Transformation 

                  ARMA residuals, Trend, and Seasonality 

STL           Seasonal-Trend-Level 

ES                Exponential Smoothing 

SES              Single Exponential Smoothing 

DES             Double Exponential Smoothing 

TES             Trible Exponential Smoothing 

AIC              Akaike Information Criterion 

SSE              Sum of Squared Errors 

ADF             Augmented Dickey-Fuller  
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KPSS           Kwiatkowski-Philips-Schmidt-Shin  

PR-value      Probability value 

MARS           Multivariate adaptive regression splines  

WMA            Weighted Moving Average 

SEATS          Seasonal Extraction in ARIMA Time Series 

ARIMAX      Autoregressive integrated moving average with  

                      exogenous variables 

SARIMAX    Seasonal autoregressive integrated moving  

                       average with exogenous variables 

 

Variables and Greek Letters 

𝑝       Order of autoregression of the ARIMA method 
𝑞       Order of moving average of the ARIMA method 

𝑑       Order of differentiation of the ARIMA method 

𝑃       Number of previous observations of the seasonal part of  

          the SARIMA method 

𝑄       Number of previous errors of the seasonal part of the 

          SARIMA method 

𝐷         Order of differentiation of seasonal part of the SARIMA 

           method 

𝑚        Length of the period of the seasonality of a time series 

𝑦(𝑡)    Current observation of a given time series a time 𝑡 
𝜑𝑖        Autoregression coefficient of the ARIMA method 
𝜃𝑗        Moving average coefficient of the ARIMA method 

𝜀(𝑡)    White noise term of a forecast equation at time 𝑡 
𝛼𝑙 , 𝛽𝑙   Fourier coefficients of the Dynamic harmonic 

           regression method 

 

 

𝑘          Number of Fourier sin and cos pairs Dynamic harmonic 

           regression method 

𝑐         Intercept of time-series of the Dynamic harmonic 

           regression method 

 

𝑈𝑡      ARIMA error of the Dynamic harmonic regression  

            method 

𝑆̂(𝑡)     Seasonal component of the STL decomposition method 

𝐴̂(𝑡)    Seasonally adjusted component of the STL  

            decomposition method 
𝑦̂𝑡+ℎ|𝑡  Forecasted value at an ℎ-step-ahead forecast of time 𝑡 

           of the ES method 

𝑙𝑡        Level smoothing equation of the ES method 

𝑏𝑡       Trend smoothing equation of the ES method 

𝑠𝑡         Estimate of the seasonal part at time t of the ES method 

𝑘1       Integer part of (h-1)/m to ensure that the seasonal part  

           used for forecasting comes from the final period of 

           sample of the ES method 
𝜆         Box-cox transformation value in the TBATS method 
𝐷𝑏      Binary variable which values donated if the trend is 

           damped or not, in the TBATS method 

𝑇         Number of observations used for estimation of AIC 
𝑧          Number of predictors in the model for calculating AIC 

𝑁         Number of fitted points used to calculate error metrics 

𝑦𝑡 , 𝑦̂𝑡   Actual and forecasted values used to calculate error  

           metrics 

       

 

 

1. Introduction 

  As the power demand is increasing, innovation and 

expansion of renewable sources of energy are important keys 

to maintaining a sustainable level of energy. Producing 

electricity using (RES) rather than fossil fuels (oil, coal, and 

natural gas) decreases greenhouse gas emissions and helps 

treat climate change. Egypt has an ambitious plan to raise RES 

to 42% of the total power by 2035, with wind and solar 

generation projected to grow at the greatest rates. According 

to the International Trade Administration, U.S. Department of 

Commerce [1], with a wind speed of 10.5 m/sec on average, 

Egypt receives great wind in the Gulf of Suez. Egypt's 

capacity to produce wind energy is anticipated to increase to 

7 GW by 2022, making it a significant component of the 

country's renewable energy. In the Gulf of Suez, a 540 MW 

project is being built, and a 580 MW project is in the funding 

stage. Additionally, the 262.5 MW Ras Gharib wind farm 

project, which will power approximately five thousand homes, 

was completed in December 2019. In this wind farm project, 

the Build-Own-Operate (BOO) paradigm was employed for 

the first time. Furthermore, Lekela's West Bakr Wind Farm 

will produce 250 MW of sustainable energy. Currently, the 

Egyptian government is working to upgrade and repower the 

wind farms in Zaafarana and Gabal El Zeit in the Gulf of Suez.  

According to the Minister of Electricity and Renewable  

 

 

 

Electricity, preliminary estimates showed that Zaafarana 

projects may produce much more energy and have increased 

efficiency at a far cheaper cost with the rehabilitation of some 

turbines. 

Since the outputs of wind turbines are intermittent, integrating 

them into the electrical grid becomes challenging due to their 

uncertainty and variability, which could have negative 

impacts on the network's performance (power balance and 

operating constraints). This situation might lead the utilities to 

generate additional power at the expense of costs [2]. With the 

use of storage systems, demand response programs, and 

operating reserves, the impact of uncertainty and fluctuation 

of wind speed can be alleviated. All these techniques, 

however, depend on the precise prediction of wind speed. 

Since wind speed and the outputs of wind energy are directly 

correlated, accurate forecasting of wind speed is essential [3].     

For predicting wind speeds, several techniques are used. These 

techniques include the persistence method, physics-based 

techniques, statistical techniques, spatial correlation models, 

artificial intelligence (AI) techniques, and hybrid techniques 

[4]. Persistence methods assume that the variation between the 

present value and the future value is very tiny and may be 

ignored, so the forecast value is the same as the current value. 
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Physical techniques rely on numerical weather predictions 

(NWP), which use weather-predicted data like temperature 

and pressure. In this approach, a lot of physical considerations 

are used for the most accurate forecasts [5]. Statistical models 

directly use historical data to make forecasts by finding the 

characteristics of the measured data. As a result, because 

historical data are used as the base for forecasting, it might 

generate better and more accurate predictions. In general, 

physical strategies (meteorological methods) are technologies 

based on orography, real-time numerical weather forecasts 

(NWP), and atmospheric data to predict wind speed. Based on 

initial conditions, these models produce predictions that help 

solve the complicated numerical system. However, the 

application of these models to short-term wind speed 

predictions is constrained by two fundamental issues: (1) It's 

not always easy to obtain comprehensive information about 

the characteristics of wind farms, and (2) Increasing 

geographical resolution and continuously updating 

environmental data demand significant computational time.  

In contrast to physical strategies, statistical strategies, also 

called time series strategies, are superior in the field of short-

term forecasting due to the sufficient use of historical data. 

Statistical models are not dependent on physical 

understanding because they are based on the internal 

relationships between historical data. Based on the assumption 

that there are no interfering components within the input 

variables, prediction errors can be reduced when statistical and 

mathematical models are built. Spatial correlation models are 

based on estimating the wind speed at a specific location using 

the wind speed measurements of a neighboring site [6]. AI 

approaches employ a combination of machine learning 

techniques to generate forecasts, it includes artificial neural 

network (ANN), fuzzy logic methods, and support vector 

machine (SVM) [7-12]. Hybrid methods combine several 

different methods to take full advantage of each approach's 

obvious benefits and enhance forecasts [13]. Using several 

time-series models, statistical methods are employed in this 

paper. This technique is employed because it is efficient and 

has been applied to numerous sites worldwide on various 

forecast horizons [14–29]. 

 -Literature Review 

      In this article, the statistical method is applied using 

different time-series methods. Time-series method is used 

because of its effectiveness and because it has been applied in 

several locations in the world at different time scales, 

including short-term and long-term. Several publications 

categorize wind power forecasts on different time scales. The 

vast majority of publications suggest that forecasting models 

can be categorized into four groups based on their time 

horizons: very short-term (0–30 minutes), short-term (30–6 

hours), medium-term (6–1 day), and long-term (>1 day). 

However, these four categories can be further divided into 

short-term and long-term, as short-term wind power 

prediction occurs between a few minutes and a day in advance, 

whereas long-term forecasting occurs multiple days to a year 

or longer in advance. References [14], [17–18], [20–24], and 

[26], studied short-term wind speed forecasting time-series 

methods; references [16], [19], and [25] studied long-term 

wind speed forecasting time-series methods; and references 

[15], [27–28], and [29] studied long-term wind speed 

forecasting time-series methods. 

 In [14], a detailed statistical analysis is done using the moving 

average (MA), auto-regressive (AR), auto-regressive moving 

average (ARMA), auto-regressive integrated moving average 

(ARIMA), and seasonal auto-regressive integrated moving 

average (SARIMA). These methods are used to forecast wind 

speeds over a period of 15 years (2000-2014) in two locations 

in Rajasthan. This demonstrates empirically why SARIMA is 

the most effective model for predicting wind speed. In [15], 

four forecasting models are used and compared to forecast 

hourly and weekly wind speeds in United Arab Emirates 

(UAE). The first two of these models, ARIMA and SARIMA 

models, are traditional statistical techniques. The other two 

models, ANN, and Singular Spectrum Analysis (SSA) models 

are taken from the field of machine learning. In order to 

forecast monthly wind speed across the southern coast of the 

Mexican state of Oaxaca, the ARIMA and ANN techniques 

are compared in [16]. In [17], the ARIMA model for 

forecasting hourly and daily wind speeds in Riga (the capital 

of Latvia) is discussed. MAPE (mean absolute percentage 

error), RMSE (root mean square error), and MAE (mean 

absolute error) are used to check the model’s forecasting 

performance. In [18], a comparison is made between the linear 

(ARIMA) and the nonlinear autoregressive exogenous 

artificial neural network (NARX) for hourly wind speed 

forecasting in two different sites in Mexico. The primary 

objective was to examine how different meteorological 

variables affected the performance of the multivariate model 

for predicting wind speed compared to the highly effective 

univariate linear model. The NARX model gave better results. 

In [19], monthly wind speed forecasting at nine 

meteorological stations in five different regions of Turkey has 

been studied. Forecasting is done using various time series 

analysis methods (the moving average method, the 

exponential smoothing method, the exponential smoothing 

with trend method, and the exponential smoothing with trend 

and seasonality method). The best forecasting model is then 

chosen based on statistics such as MAE, RMSE, MAPE, mean 

error (ME), and mean square error (MSE). In [20], this study 

assessed the effectiveness of a variety of time series models 

for predicting daily wind speed in England, including BATS, 

TBATS, Holt's Linear Trend, and ARIMA models. To 

construct and assess the reliability of the forecasting models, 

the wind data set is divided into train and test subsets. Using 

the ME, RMSE, MAE, MASE, and autocorrelation functions, 

the models developed for training data are evaluated for their 

goodness of fit. The BATS model was chosen because it had 

the smallest RMSE value for testing data. Moreover, the 

RMSE values of the ARIMA model and the BATS model are 

extremely similar. In [21], a novel hybrid model for short-term 

wind speed forecasting is presented in New Zealand, 

integrating the maximal overlap discrete wavelet transform 

(MODWT) with an ARIMA. The proposed method was 

compared with various methods using MAE, RMSE, and 

MAPE error metrics. In [22], a hybrid approach based on 

SARIMA and neural networks is proposed for hourly wind 

speed forecasting. The proposed approach is examined using 

historical data from two real-world locations in Brazil and 

compared with different popular methods to check its 
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accuracy. In [23], the daily wind speed and the probability 

density function of generated wind power at five U.K. wind 

farm locations are predicted using the ARMA-generalized 

autoregressive conditionally heteroscedastic (GARCH) model 

and the autoregressive fractionally integrated moving average 

(ARFIMA)-GARCH model. In [24–25], MA, weighted 

moving average (WMA), ARMA, and ARIMA time series 

methods are used for wind speed forecasting at different time 

horizons (very short-term, short-term, medium-term, and 

long-term scales). The first part of the research [24] develops 

10-min and 1-h time series forecasting models for 10-min and 

2-h ahead forecasting. In [25], the second part of the study, 3-

h and 6-h time series forecasting models are applied to forecast 

the next nine and twenty-four hours. The daily wind speed 

series is predicted using the ARIMA approach in [26]. Across 

Malaysia, 18 meteorological stations' wind data are analyzed. 

The Engle's Lagrange Multiplier (LM) is used to check the 

autoregressive conditionally heteroscedastic (ARCH) 

influence on the residuals, and the Ljung-Box test is used to 

evaluate whether autocorrelation exists through the residuals. 

The predicting accuracy was based on the value of RMSE and 

MAPE error metrics. In [27], hybrid models, ARIMA, and 

ANN models were used to develop multi-time scale (ultra-

short, short, medium, and long-term) wind speed forecasting 

models. The variable speed is used to assess the predictability 

of the wind's mean speed MAE, RMSE, and MAPE. Three 

forecasting techniques for short- and long-term wind power 

are evaluated in [28]. In particular, there are several time-

series-based approaches, such as ARMA, ANNs, and 

Adaptive Neuro-Fuzzy Inference Systems (ANFIS). Only 

RMSE and MAE are used to compare the performance of 

various models due to their popularity and ease of usage. The 

research indicates that, for short-term forecasting, the ARMA 

model outperformed other approaches, in contrast to long-

term forecasting. Three different linear time series models, 

including AR, MA, and ARMA, are investigated in [29]. 

Furthermore, two machine learning models called random 

forests (RF) and multivariate adaptive regression splines 

(MARS) are used to estimate daily and monthly wind speeds 

over the short and long term, respectively. 

The primary goal of this paper is to evaluate time series of 

wind speed data in order to derive important statistics and 

other data aspects (Trend, seasonality, noise, etc.) for a 

specific location. A step-by-step procedure and an accurate, 

simple-to-use model for predicting the short-term (daily) and 

long-term (monthly) wind speeds of Ras Gharib are presented 

in this work. The collected wind speed data will be trained and 

forecasted using a variety of time series analysis techniques. 

Eventually, several realistic comparisons of the associated 

models' prediction accuracy will be realized in terms of their 

effectiveness in making predictions. Each model's forecast 

performance is assessed using MAPE, RMSE, and MAE to 

select the best model for the gathered wind speed data. The 

method outlined in this study for selecting the best forecasting 

model for the location under investigation can be easily 

applied elsewhere if historical wind speed data are available.  

In this study, wind speed historical data of Ras Gharib 

(Latitude: 28° 21´ 33.9´´ & Longitude: 33° 4´ 30.5´´) was 

collected from DATA.NASA.GOV data sets. To predict 

short-term and long-term wind speed, data were gathered daily 

and monthly. To estimate future values at a specific time point 

and help analysts to choose the appropriate forecasting 

algorithm, a variety of time series analysis models are used. 

To evaluate whether the data displays a trend or a seasonal 

pattern, as well as to establish the frequency of seasonality to 

be employed within various forecasting methodologies, data 

analysis is conducted using the autocorrelation function 

(ACF) and partial autocorrelation function (PACF). The 

presented forecasting techniques are used to fit and predict 

time series data, and the results of these tools will then be 

compared using various error metrics to determine which 

technique yields the best forecasting and fitting results. In this 

way, the most accurate model for both short-term and long-

term studies can be identified. Given that it is anticipated that 

wind energy integration will increase significantly in the grid 

of the future power system, a precise model is essential for 

both the short-term operational problem and the long-term 

planning problem in power systems. Although the selected 

models are intended for Ras Gharib in Egypt, it is important 

to note that if historical wind speed data are available for other 

locations, then similar procedures can be easily carried out 

there as well. Finally, we should mention that all simulation 

procedures have been done using R-Studio software [30].   

2.  Material and Methods 

 2.1. Time Series Forecasting Methods 

 This section discusses the different time series forecasting 

methods. Time series forecasting is a statistical method that is 

necessary for prediction problems with time component data. 

The historical data used as the input for time series forecasting 

is examined and analyzed to draw out the characteristics of the 

data, such as trends, seasonality, and outliers. The objective is 

to forecast a future value at a particular point in time to assist 

analysts in selecting the best forecasting algorithm. The 

forecast package in R-Studio software contains most time-

series forecasting techniques [31]. The time series forecasting 

techniques employed in this study are summarized in the 

following subsections. 

 

2.1.1. ARMA Model 

ARMA is a forecasting framework that employs both the 

autoregression analysis (AR) and moving average (MA) 

techniques mentioned below on well-behaved time-series 

data.  

➢ Auto-Regressive (AR) model: In AR, the 

subsequent time step in the series is modeled as a 

linear function of the preceding time steps, and it 

appears in Eq. (1) as 𝐴𝑅(𝑝) 

𝐴𝑅(𝑝): 𝑦(𝑡) = ∑ 𝜑𝑖

𝑝

𝑖=1

𝑦(𝑡 − 𝑖) + 𝜀(𝑡)       (1) 

➢ Moving Average (MA) model: In MA, the time step 

in the series is represented as a linear function of the 

prior residual errors from the mean process, and it is 

donated in Eq. (2) as 𝑀𝐴(𝑞) 
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𝑀𝐴(𝑞): 𝑦(𝑡) = ∑ 𝜃𝑗𝜀(𝑡 − 𝑗)                       (2)

𝑞

𝑗=1

 

Since the ARMA model combines 𝐴𝑅(𝑝) and 𝑀𝐴(𝑞) as 

mentioned above, it may be used to characterize the current 

observation 𝑦(𝑡) of a given time series by Eq. (3) using 𝐴𝑅𝑀𝐴 

of order(𝑝, 𝑞).     

  

𝐴𝑅𝑀𝐴 (𝑝, 𝑞): 𝑦(𝑡)

= ∑ 𝜑𝑖

𝑝

𝑖=1

𝑦(𝑡 − 𝑖) + 𝜀(𝑡)

+ ∑ 𝜃𝑗𝜀(𝑡 − 𝑗)          (3)

𝑞

𝑗=1

 

Moreover, the ARMA model is only applied if the time series 

is stationary. The autoregressive integrated moving average 

(ARIMA) model is used if the time series has a trend “not 

stationary”, and an extra term (𝑑) is added to the equation. 

This additional term (𝑑) represents the order of differentiation 

needed to render the time series stationary (to eliminate any 

trend). The Seasonal Autoregressive Integrated Moving 

Average (SARIMA) model is developed if the time series has 

a seasonal pattern, and a seasonal term is added to the ARIMA 

model. The SARIMA model is capable of handling time series 

data with seasonality by employing a linear combination of 

seasonal past values and forecast errors [32]. Both seasonal 

and non-seasonal parameters are considered by the SARIMA 

approach, and the model is categorized as described in the 

following: Eq. (4) 

 

𝑆𝐴𝑅𝐼𝑀𝐴 (𝑝, 𝑑, 𝑞)  (𝑃, 𝐷, 𝑄)𝑚                                     (4)  
  

 

 

Because the ARIMA/SARIMA models are intended to use 

data from univariate time series (time series with only one 

variable changed over time), they have the limitation of not 

working if there are more than one variable in the time series 

(multivariate time series). In this case, ARIMAX and 

SARIMAX models could be used. Both ARIMA and 

SARIMA methods require large amounts of input data to 

produce an accurate forecast model. 

2.1.2. Dynamic Harmonic Regression 

 A nonstationary time series technique called dynamic 

harmonic regression is used to identify irregular elements of 

time series data, such as trends, seasonality, and cyclical 

components. It has many applications, including the analysis 

of economic and environmental data [33]. When there are 

large seasonal periods (daily, weekly, half-hourly, and hourly 

data), dynamic regression with Fourier terms may be 

preferable to conventional models. In this case, the short-term 

time series dynamics are handled by an ARIMA error, and the 

seasonal pattern is simulated using Fourier terms. Reference 

[34] lists the following advantages of this approach: It accepts 

seasonality of any length and for data with more than one 

seasonal period, Fourier terms with different frequencies can 

be included. The smoothness of the seasonal pattern can be 

adjusted using 𝑘, which is mentioned in Eq. (5) that describes 

the dynamic harmonic regression model: 

𝑦(𝑡) = 𝑐 + ∑ [𝛼𝑙 𝑠𝑖𝑛
2𝜋𝑙𝑡

𝑚
+ 𝛽𝑙𝑐𝑜𝑠

2𝜋𝑙𝑡

𝑚
] + 𝑈𝑡

𝑘

𝑙=1

        (5) 

The disadvantage of dynamic harmonic regression is that 

unlike ARIMA and ETS models, it does not allow the model 

to change over time (for example, it assumes that the seasonal 

pattern remains constant over time). 

2.1.3. Forecasting Using STL Decomposition 

Decomposition of data refers to the process of breaking down 

the data into its basic constituents (seasonal, trend, and 

reminder components), it can be additive or multiplicative. 

Decomposition techniques include Classical, SEATS, X11, 

and STL. The following are some advantages of STL over 

conventional "SEATS" and "X11": In addition to handling 

monthly and quarterly data, it can also handle data with any 

form of seasonality. The rate of change can be controlled, and 

the seasonal component can change over time. The trend 

cycle's motion can also be altered by the user. To employ the 

STL decomposition method for forecasting, the time series is 

expressed by its seasonal term and seasonal-adjusted term 

(series after eliminating the seasonal term), as given by Eq. (6) 

for additive decomposition and Eq. (7) for multiplicative 

decomposition. 

         

𝑦(𝑡) = 𝑆̂(𝑡) + 𝐴̂(𝑡)                       (6) 

          

𝑦(𝑡) = 𝑆̂(𝑡) ∗ 𝐴̂(𝑡)                         (7) 

                                          

In this technique, we independently anticipate the seasonal 

component, 𝑆̂, and the seasonally adjusted component, 𝐴̂𝑡 . 

Since it is often assumed that the seasonal component is either 

constant or varies very slowly, forecasting it simply requires 

utilizing the most recent year for the estimated component. 

Any non-seasonal forecasting method, such as Holt's approach 

(explained below) or a non-seasonal ARIMA model, may be 

used to forecast the seasonally adjusted component. 

The main drawback to STL is that it does not automatically 

manage a trading day or calendar variance. 

2.1.4. Exponential Smoothing Methods  

One of the best time-series forecasting techniques is 

exponential smoothing (ES). With this approach, new values 

are predicted using a weighted average of historical data. As 

the observation data get older over time and the relevance of 

these values decreases exponentially, this method lends more 

weight to the most recent values in the series. There are three 

main types of ES as follows: 

 

 Seasonal part of the model  Non-seasonal part of the model  
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2.1.4.1. Single Exponential Smoothing (SES)  

It is a method for forecasting time-series data that lacks a trend 

or seasonality. It is composed of a forecast equation and one 

smoothing equation for level, as given by Eq. (8) 

                                      

𝑦̂𝑡+ℎ|𝑡 = 𝑙𝑡                           (8) 

                                        

2.1.4.2. Double Exponential Smoothing (DES) 

This type of ES is also frequently referred to as the Holt linear 

approach. It can handle time series data without any seasonal 

characteristics but with a linear trend. It has two smoothing 

equations, one for level and the other for the trend in the data, 

as in Eq. (9). 

                                     

𝑦̂𝑡+ℎ|𝑡 = 𝑙𝑡 + ℎ𝑏𝑡                   (9) 

                              

2.1.4.3. Trible Exponential Smoothing (TES)  

TES is also commonly known as Holt-Winters Exponential 

Smoothing. By extending ES , Holt and Winters made it 

feasible to predict data that exhibit a trend and seasonal 

pattern. In this method, a forecast equation and three 

smoothing equations-one for the level, one for the trend, and 

the third for the seasonal component-are used. The smoothing 

equations are classified into additive and multiplicative 

techniques as given by Eq. (10) and Eq. (11). 

             

       𝑦̂𝑡+ℎ|𝑡 = 𝑙𝑡 + ℎ𝑏𝑡 + 𝑠𝑡+ℎ−𝑚(𝑘1+1)          (10) 

         

    𝑦̂𝑡+ℎ|𝑡 = (𝑙𝑡 + ℎ𝑏𝑡)𝑠𝑡+ℎ−𝑚(𝑘1+1)              (11) 

It is important to mention that the Holt-Winter exponential 

smoothing approach can handle frequencies up to 24, but 

above that, any other method that can handle huge frequencies 

can be employed.  

The 𝑙𝑡, 𝑏𝑡, and 𝑠𝑡 are described in detail in Ref [35].  

2.1.5. ETS Method 

 Even though ES approaches have been employed for a long 

time, recent methodological developments have allowed for 

the integration of these models into a new dynamic nonlinear 

model framework. Reference [36] describes the ETS (Error-

Trend-Seasonal or Exponential Smoothing) framework, 

which defines an extended class of Exponential Smoothing 

methods and offers a theoretical framework for analyzing 

these models using state-space-based calculations with 

support for model selection and forecast standard error 

calculation. Furthermore, by incorporating the typical ES 

models, the ETS framework gives a theoretical basis for what 

was previously a collection of ad hoc approaches (such as the 

Holt and Holt-Winters additive and multiplicative methods). 

In this approach, each model consists of a measurement 

equation that describes the observed data and a few state 

equations that describe how the hidden components or states 

(level, trend, and seasonality) change over time. These are 

therefore referred to as state space models, where each state 

space model is designated as ETS (x, y, z) for (Error, Trend, 

Seasonal). The possible values for each component are Error 

= {A, M} Trend = {N, A, Ad}, and Seasonal = {N, A, M}. 

Where "A" refers to an additive equation, "Ad" stands for an 

additive dampening equation, "M" is a multiplicative 

equation, and "N" is none [36]. 

As mentioned, ES methods and their extended ETS method 

lend more weight to the most recent values in the series; these 

methods are best for very close period predictions. As the 

forecast period increases, the accuracy of the forecast results 

decreases. 

2.1.6. TBATS Method 

A fully automated alternative method called TBATS, which 

stands for Trigonometric Seasonal, Box-Cox Transformation, 

ARMA residuals, Trend, and seasonality, was discovered by 

[37]. This technique is primarily used to handle time series 

data with complex and numerous seasonality patterns. The 

optimum model for the data selected by TBATS depends on if 

it requires a Box-Cox transformation to make it linear, 

whether it has a damped trend or not. Additional aspects 

include, whether it is necessary to model residuals in ARMA 

(p, q) and whether the harmonics were used to simulate 

seasonal effects. The notion of the TBATS is as Eq. (12): 

          

𝑇𝐵𝐴𝑇𝑆(𝜆, {𝑝, 𝑞}, 𝐷𝑏, {< 𝑚, 𝑘 >})         (12) 

                                   

Although the TBATS approach is fully automated and capable 

of handling time series data with complex and numerous 

seasonality patterns, it may need a lengthy computation time 

and does not support the addition of an external variable to 

improve forecasts.   

2.2. Validation of The Process 

To determine whether the model is adequate and whether any 

changes will make it better or worse, the process must be 

validated. The process validation in this paper includes two 

steps. First, using a particular information criterion, the 

optimal parameters are selected from a range of possible 

orders and coefficients of various models. The Akaike 

Information Criterion (AIC) represented by Eq. (13) has been 

chosen for this study as it is one of the information criteria that 

is most usually employed in the literature. This criterion 

assesses the trade-off between the model's complexity and the 

quality of fitting. 

𝐴𝐼𝐶 = 𝑇 𝑙𝑜𝑔(
𝑆𝑆𝐸

𝑇
) + 2(𝑧 + 2)                  (13) 

SSE is the sum of squared errors (𝜀𝑡) determined by the 

following Eq. (14).  

𝑆𝑆𝐸 = ∑ 𝜀(𝑡)2

𝑁

𝑡=1

                                      (14) 
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The second step is to assess the goodness of the method for 

forecasting, not just for fitting. To achieve this, the overall 

data set is split into two subsets called "train data" and "test 

data". The train data are used to fit the model and generate 

forecasts based on it. The test data are employed to be 

compared with the resulting forecasting data that the train set 

generated to evaluate forecasting accuracy. 

2.3. Evaluation and Comparing Forecasting Models 

The evaluation of forecasting models is a crucial phase in 

forecasting studies since it allows researchers to determine the 

model's accuracy and compare the performance of various 

forecasting models. In most forecasting studies, achieving 

high prediction accuracy is the main goal. Since the Akaike 

information criterion (AIC) has the limitation that it cannot be 

used to compare models from different model families 

(ARMA and Holt-Winter’s methods), many other metrics 

have been used to evaluate and compare forecasting models, 

which will be covered in this section. 

Root mean squared error (RMSE), mean absolute error 

(MAE), and mean absolute percentage error (MAPE) are three 

of the most common direct error metrics. Because of their 

mathematical convenience and popularity in time-series wind 

speed forecasting purposes, these three metrics used in this 

study to evaluate and compare models for fitting and 

forecasting wind speed data. The minimization of these 

measures is often the most crucial aspect to take into account 

when comparing forecasting models. Higher forecast accuracy 

is indicated by lower values for any of these metrics. 

  

2.3.1 The Root Mean Squared Error (RMSE) 

RMSE which is the standard deviation of the residuals (errors 

of prediction), as given by Eq. (15) demonstrates how tightly 

the data is clustered around the line of best fit. 

RMSE is particularly important for assessing forecasts since it 

quantifies the spread of forecast error values, regardless of the 

direction or sign of the error. 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑡 − 𝑦̂𝑡)2

𝑁

𝑖=1

                     (15) 

 

2.3.2 The Mean Absolute Error (MAE)  

MAE, as computed by Eq. (16), measures the absolute 

difference between predictions and actual values. Therefore, 

its value is always positive, even if the difference between the 

actual and predicted values is negative. Unlike the RMSE, the 

MAE does not give greater or lesser weight to errors, but when 

errors increase, the MAE value rises linearly. 

𝑀𝐴𝐸 =
1

𝑁
∑ |(𝑦𝑡 − 𝑦̂𝑡)|

𝑁

𝑖=1

                         (16) 

 

 

 

2.3.3 The Mean Absolute Percentage Error (MAPE)   

A forecasting system's accuracy is evaluated using MAPE 

shown by Eq. (17). It is computed by dividing the total of all 

absolute errors by the actual values related to each time 

separately. MAPE is the most widely used metric to assess 

forecast error since the variable's units are scaled to percentage 

units, which makes it simpler to understand. The accuracy of 

the model can be calculated using Eq. (18). 

𝑀𝐴𝑃𝐸% =
1

𝑁
∑ |

𝑦𝑡 − 𝑦̂𝑡

𝑦𝑡
)|

𝑁

𝑖=1

∗ 100                                  (17) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % = (100 − 𝑀𝐴𝑃𝐸 )                                       (18) 

3.  Results and Discussions 

This section examines historical wind speed data for Ras 

Gharib, Egypt (latitude: 28° 21' 33.9" and longitude: 33° 4' 

30.5"), which were gathered from DATA.NASA.GOV data 

sets [38]. The study's data were collected on a daily and 

monthly basis. To evaluate the precision of model fitting and 

forecasting, the collected data are separated into train and test 

subsets as previously described. After that, data analysis is 

carried out by plotting ACF and PACF to ascertain whether 

the data exhibits a trend or a seasonal pattern, as well as to 

determine the frequency of seasonality to be used within 

various forecasting techniques [39]. The various time series 

forecasting techniques covered in Section 2 will be employed 

to fit and predict time series data, and the results of these tools 

will then be compared using the different error metrics 

previously mentioned (MAE, RMSE, and MAPE) to ascertain 

which technique produces the best forecasting and fitting 

outcomes. All simulation procedures have been done using R-

Studio software.  

3.1 Case 1 (Daily Wind Data) 

Daily wind speed data that was collected from 2017 to 2021 is 

shown in Fig.1 The data is then split into train data and test 

data, as depicted in Fig.2. The train data (from 2017 to 2020) 

is utilized to identify the best model fitting the data, while the 

test data (from 2021) is applied to assess the model's 

forecasting accuracy. It should be noted that the time axis in 

Figs. 1 and 2 are expressed as the number of years (1 

represents "1 January 2017," 2 represents "1 January 2018," 

etc.). 
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Fig. 1. Plot of daily wind speed for 2017-2021 

Fig. 2. Train and test daily wind speed data 

3.1.1. Daily Data Analysis 

Fig.3 and Fig.4 display the plots of the train data's ACF and 

PACF, respectively. Note that Fig.3 and Fig.4 cover only two 

years of the train data; however, the subsequent years 

exhibited a similar pattern. To compare and validate the output 

results in determining the stationarity of the train data over 

time and whether or not the data exhibits a trend, two 

statistical tests are carried out in this study. The statistical tests 

employed are the Augmented Dickey-Fuller (ADF) and 

Kwiatkowski-Philips-Schmidt-Shin (KPSS) tests [40,41]. In 

both tests, a crucial PR-value, or probability value, is 

identified and compared with the stated null hypothesis of 

each test. Accordingly, if the PR-value meets a specified level, 

it can be concluded that there are no trends in the train data 

(stationarity). The ADF test's null hypothesis is that the data 

have a trend if the PR-value is greater than 5%, whereas the 

PR-value for the KPSS test is less than 5%. 

The outcomes of PR-values for the ADF test and KPSS test 

for the simulated train data (from 2017 to 2020) are 0.01 and 

0.1, respectively. These results demonstrate that the series is 

stationary, i.e., devoid of any trend, with a PR-value for the 

ADF test less than 5% and, for the KPSS test greater than 5%. 

However, as can be seen in the ACF plot in Fig.3, it is evident 

that the train data exhibit seasonality with a 365-day 

frequency. Thus, seasonal stationarity is observed in the 

simulated train data.  

3.1.2. Daily Wind Speed Forecasting Methods 

In this section, various time series forecasting techniques are 

used to fit and forecast the daily wind speed data under the 

findings from the daily analysis in the preceding subsection. 

We select techniques that can accommodate the data's 365-day 

seasonality, which was mentioned above. AIC, represented by 

Eq. (13), is used to identify the optimal parameters of each 

forecasting model under consideration. Different forecasting 

methods are implemented using the forecasting package in R-

Studio software. 

Fig. 3. ACF of daily train data 

Fig. 4. PACF of daily train Data 

 

3.1.2.1. SARIMA Model 

SARIMA method is one of the most effective time series 

forecasting methods. It is necessary to acquire the appropriate 

main numbers of (𝑝, 𝑑, 𝑞) − (𝑃, 𝐷, 𝑄)𝑚 for the model 

described by Eq. (4) to find the best model. Using the results 
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of the aforementioned ADF and KPSS tests, it is possible to 

conclude that there is no trend and that no differencing is 

required. In this situation, 𝑑 is eliminated, leaving 𝑑 = 0. There 

is seasonality with a frequency of 365, so 𝑚 = 365, as seen in 

Fig.3 and Fig.4 (the ACF and PACF plots). To establish the 

proper primary number order of (𝑝, 𝑞)  −  (𝑃, 𝑄) associated 

with the best model, several values of them are examined and 

assessed by AIC. The order that satisfies the lowest AIC is the 

best model. 𝑆𝐴𝑅𝐼𝑀𝐴 (1,0,1) (0,1,0)365 has the least AIC, 

with a value of 4646.06, according to the findings of 

attempting numerous different orders. To confirm the 

necessity of using the SARIMA model for time series data 

with seasonality, the normal ARIMA model is used to fit the 

data. After attempting several orders, as was done above, the 

best model that fits the data is 𝐴𝑅𝐼𝑀𝐴 (3, 0, 2) with a non-

zero mean model, where the least AIC value is 5302.83 and is 

higher than the SARIMA model’s AIC value. Fig.5 indicates 

the forecasting result obtained by ARIMA, where the actual 

data are shown in black, and the actual forecasts are in the blue 

line. Note that, the prediction intervals for 80% and 95% of 

the actual forecasted points are shown as shaded light and dark 

blue areas, respectively. The forecasting result obtained by 

SARIMA is shown in Fig.6 where black and blue colors 

represent the actual data and the actual forecasts, respectively. 

The model was developed using the R-Studio function Arima 

(), with the argument "Seasonality" set to FALSE for normal 

ARIMA and TRUE for SARIMA. 

 

Fig. 5. Forecasts from normal ARIMA model 

 

Fig. 6. Forecasts from SARIMA Model 

 

3.1.2.2. Dynamic Harmonic Regression 

By experimenting with various models using various ARIMA 

orders (𝑝, 𝑑, 𝑞) to model residuals and varying 𝑘 "number of 

Fourier sin and cos pairs to capture seasonality”, 

𝐴𝑅𝐼𝑀𝐴 (2,0,1) 𝑒𝑟𝑟𝑜𝑟𝑠, 𝑤𝑖𝑡ℎ 𝑘 = 3, is selected to fit the data 

that provides the least AIC of 5255.147. The R-Studio 

function Arima (), with the argument "xreg" standing for 

Fourier series of the data with k changed to obtain the best 

model, was used to develop this model. The Forecasting result 

of the dynamic regression model is depicted in Fig.7. 

Fig. 7. Forecasts from dynamic harmonic regression model 

3.1.2.3. STL Method 

By using AIC to choose the best STL model, 𝑆𝑇𝐿 +
𝐸𝑇𝑆 (𝐴, 𝑁, 𝑁) (the naïve method for seasonal parts and simple 

exponential smoothing with additive error for seasonal-

adjusted parts) is chosen to fit the data with the least AIC of 

11654.54. The model was created using R-Studio's stlf () 

function, The Forecasting result of the dynamic regression 

model is depicted in Fig.8.  
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Fig 8. Forecasts from STL model 

3.1.2.4. TBATS Method 

After experimenting with various TBATS models for the 

various 𝜆, and ARMA orders {𝑝, 𝑞} , as well as the number of 

Fourier's series k. The 𝑇𝐵𝐴𝑇𝑆 (1, {3,4}, −, {< 365,4 >}) 

model with the lowest AIC of 11767.48 is chosen to fit the 

data. The model's outcomes are displayed in Fig.9 using the 

R-Studio function tbats(). 

 

Fig. 9. Forecasts from TBATS model 

3.1.3. Evaluating and Comparing Forecasting Models 

An essential step in assessing the forecast model is looking at 

and analyzing the residuals. Residuals, which represent the 

portion of the data that the model cannot explain, are 

differences between the model's one-step predicted output and 

the measured output from the data set. There must be no 

correlation between the estimated residuals. If there are 

correlations between them, the residuals still contain 

information that can be used to create forecasts. There are 

some statistical tests used to assess the correlation of the 

residuals [42], and the Ljung-Box test is employed here. In 

this test, if the test's PR-value is greater than 0.05, which 

denotes that there is no correlation between the residuals, then 

the residuals pass the test. Analyzing the residuals in this paper 

is performed using R-Studio function checkresiduals (). To 

compare various models, RMSE, MAE, and MAPE are 

computed for each forecasting technique. The different error 

metrics are produced by R-Studio function accuracy (). Table 

1. displays the RMSE, MAE, MAPE, and Ljung-Box test 

outcomes for the generated models that fit the train data in the 

previous subsection. The results show that, on fitting the train 

data, although the STL method has the least error metrics 

(RMSE, MAE, and MAPE), it does not pass the Ljung-Box 

test, where the PR-value is 2.8 e-10, which is less than 0.05, 

and therefore the STL model is rejected. The TBATS model 

is the second-least error metric, but in this case, the PR-value 

is 0.7792, which is greater than 0.05 , and passed the Ljung-

Box test. TBATS shows better results than other models, and 

consequently, it is accepted as the best model for fitting the 

train data. To evaluate the goodness of the forecast at the time 

horizon of the test data (365 days), the error metrics and PR-

value of each forecasted model are calculated as shown in 

Table 2. According to the least error metrics and the PR-value 

that satisfies Ljung-Box test, TBATS model is selected for the 

test data. The above results for both train and test data confirm 

that TBATS is the most accurate model to fit and forecast the 

daily wind speed data of Ras Gharib, with an accuracy of 

76.4% on fitting the data and 73.1% on forecasting at h=365. 

The parameters associated with the selected TBATS model 

were as follows:   

𝑇𝐵𝐴𝑇𝑆 (1, {3,4}, −, {< 365,4 >})  

with λ =1(no transformation needed), 𝑝 of ARMA errors =3, 

𝑞 of ARMA errors=4, frequency=365, the number of Fourier 

pairs =4, 𝐴𝑅 coefficients= [0.0815; 0.6013; 0.1506] , and 𝑀𝐴 

coefficients= [0.55735;0.5413; -0.2586; 0.000134]. 

 

Table. 1. RMSE, MAE, MAPE, and residuals test of models 

on the train data 

Model RMSE MAE MAPE PR-value  

ARIMA 

(3,0,2) with non-

zero mean 

1.47 1.18 24.06 0.40 

SARIMA    

(1,0,1) (0,1,0)365 
1.74 1.21 24.74 3e-10 

STL+ETS 

(A, N, N) 
1.41 1.11 21.87 2e-16 

Dynamic harmonic 

ARIMA  

(2,0,1) with errors, 

K=3 

1.45 1.15 23.58 0.56 

TBATS (1, {3,4}, -

, {<365,4>}) 
1.44 1.14 23.55 0.78 
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Table. 2. RMSE, MAE, MAPE, and residuals test of models 

on the test data 

Model RMSE MAE MAPE 

 

PR- 

value  

ARIMA 

(3,0,2) with non-

zero mean 

2.28 1.89 32.38 0.40 

SARIMA 

(1,0,1) (0,1,0)365 
2.64 2.12 36.68 

 

3e-10 

 

STL+ETS 

(A, N, N) 
2.27 1.83 30.45 

 

2e-16 

 

Dynamic harmonic 

ARIMA 

(2,0,1) with errors, 

K=3 

1.93 1.55 27.55 0.56 

TBATS (1, {3,4}, -

, {<365,4>}) 
1.93 1.55 26.89 0.78 

 

3.2. Case 2 (Monthly Wind Data) 

In this case, the monthly wind speed data gathered from Ras 

Gharib for the years 2010 to 2020 is shown in Fig.10. As in 

the previous instance, the data are split into train data and test 

data, with the train data making up 80% of the data (about 106 

months) and the test data comprising 20% of the data (or 

roughly 26 months), as shown in Fig.11. It should be noticed 

that in Fig. 10 and Fig. 11, the time axis is expressed as the 

number of years (1 represents "1 January 2010," 2 represents 

"1 January 2011," etc.). 

Fig. 10. Monthly wind speed data (2010-2020) 

Fig. 11. Monthly wind speed train and test data 

3.2.1 Data Analysis 

The plots of ACF and PACF of the train data are shown in 

Fig.12 and Fig.13, respectively. In these graphs, the Time axes 

represent the number of months (1 denotes "January 2010," 2 

denotes "February 2010," etc.). For the simulated train data 

(80% of the data), the results of the ADF test and KPSS test 

are 0.01 and 0.1, respectively. With a PR-value for the ADF 

test less than 5% and for the KPSS test greater than 5%, these 

results show that the series is stationary, or free of any trend. 

However, it is clear from the ACF plot in Fig.12 that the train 

data displays a seasonality pattern with a frequency of 12 

(Monthly data). As a result, seasonal stationarity is seen in the 

simulated train data. 

     
                    Fig. 12. ACF of monthly train data 
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Fig. 13. PACF of monthly train data 

 

3.2.2 Monthly Wind Speed Forecasting Methods 

In this section, two extra methods are used for monthly wind 

data in addition to the various time series forecasting 

techniques that were previously used to fit and forecast the 

daily wind speed. Holt-and winter's ETS are the other two 

methods, and they can both model data with seasonal periods 

of less than 24. Since the examination of the monthly data 

reveals a seasonality pattern with a frequency of 12, Holt- 

Winter's and ETS methods are also used to investigate further 

techniques for discovering the best model. The same as in the 

prior instance, AIC is used to determine the best settings for 

each forecasting model under consideration. 

The following list provides a summary of the best parameters 

for each forecasting technique that are implemented using the 

forecasting package in R-Studio software. 

 

 

3.2.2.1. SARIMA Model 

Using the results from ADF and KPSS tests, there isn’t trend, 

so 𝑑 = 0, and from ACF, PACF plots 𝐷 = 1, at frequency m = 

12. Applying different orders of (𝑝, 𝑞) − (𝑃, 𝑄) and using 

AIC to determine the best model, 𝑆𝐴𝑅𝐼𝑀𝐴 (0,0,0) (0,1,2)12 

is the one that satisfies the lowest AIC, which is 176.11. If a 

normal ARIMA model is used to fit the data, 𝐴𝑅𝐼𝑀𝐴 (4,0,1) 

with a non-zero mean model was chosen to fit the data with 

AIC=231.18. 

3.2.2.2. STL Method 

By using AIC to choose the best STL method, STL+ETS (M, 

N, N) (naïve method for the seasonal part and simple 

exponential smoothing with multiplicative errors for the 

seasonal-adjusted part) is chosen to fit the data with AIC = 

344.76. 

 

3.2.2.3. Dynamic Harmonic Regression  

Several models with various ARIMA orders and Fourier pairs 

numbers were tried, and 𝐴𝑅𝐼𝑀𝐴 (2,0,2) with errors, 𝑘=4 was 

selected to best fit the data with an AIC of 173.03.  

3.2.2.4. TBATS Method  

Following testing several TBATS models for different λ, and 

ARMA orders {𝑝, 𝑞} as well as the number of Fourier's series 

𝑘, 𝑇𝐵𝐴𝑇𝑆 (0.032, {0,0}, −, {< 12,4 >}) model is chosen to 

fit the data with AIC=370.3. 

3.2.2.5. Holt-Winter’s Method 

As the frequency of data is 12 (less than 24) Holt-winter’s 
method is used to fit and forecast data. In this examination, 

AIC is 392.6619.  

3.2.2.6. ETS Method  

The ETS method can also be used as Holt-Winter’s method to 

model the data with a seasonal period of less than 24. So, it 

has been used here for monthly data with 𝑓 = 12. By trying 

different models, we found that 𝐸𝑇𝑆 (𝑀, 𝑁, 𝐴) is the best 

model with the lowest AIC of 376.37. 

 

3.2.3. Evaluating and Comparing Forecasting Models  

The RMSE, MAE, MAPE, and PR-value of the Ljung-Box 

test for the different models on fitting train data are shown in 

Table 3. To evaluate the goodness of the forecast, the length 

of the test data is set to 26 months, where the obtained results 

are shown in Table 4. Results of the model evaluation show 

that the dynamic harmonic technique has the lowest error 

metrics and passes the Ljung-Box test with a PR-value of 

0.1405 (> 0.05). (On fitting the data).  Results of model 

evaluation on forecasting (26 months) show that the SARIMA 

model has the least RMSE, MAE, and MAPE and passes the 

Ljung-Box test with a PR-value of 0.1599.  So, it can be 

concluded that the dynamic harmonic regression model can be 

used for fitting data with an accuracy of 93.73% but not for 

forecasting. However, the 𝑆𝐴𝑅𝐼𝑀𝐴 (0,0,0) (0,1,2)12 model 

can be used for forecasting with an accuracy of 92.83% at h = 

26. The moving average coefficients (𝜃𝑗)  of the seasonal part 

of SARIMA model are 𝑆𝑀𝐴1 = -0.9884 and 𝑆𝑀𝐴2 = 0.3259, 

respectively. 
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Table. 3. RMSE, MAE, MAPE, and residuals test of models 

on the train data 

Model RMSE MAE MAPE 

 

PR-

value  

ARIMA 

(4,0,1) with non-

zero mean  

0.87 0.72 13.32 

 

6e-3 

 

SARIMA 

(0,0,0) (0,1,2)12 
0.57 0.41 7.17 0.16 

STL+ETS 

(M, N, N) 
0.46 0.33 5.78 

 

1e-3 

 

Dynamic harmonic 

ARIMA 

(2,0,2) with errors, 

K=4 

1.06 0.84 14.53 0.14 

Holt-

Winter(additive) 

Holt-Winter 

(Multiplicative) 

0.45 

 

0.46 

0.36 

 

0.37 

6.50 

 

6.58 

 

4.3e-8 

 

3.2e-6 

 

ETS (M, N, A) 0.44 0.34 5.96 

 

2.6e-6 

 

TBATS 

(0.032, {0,0}, -, 

{<12,4>}) 

0.42 

 

0.33 

 

5.72 

 

3e-3 

 

 

 

Table. 4. RMSE, MAE, MAPE, and residuals test of models 

on the test data 

Model RMSE MAE MAPE 

 

PR-

value  

ARIMA 

(4,0,1) with non-

zero mean  

0.67 0.54 9.29 

 

6e-3 

 

SARIMA 

(0,0,0) (0,1,2)12 
0.53 0.40 6.72 0.16 

STL+ETS 

(M, N, N) 
0.48 0.39 6.55 

 

1e-3 

 

Dynamic 

harmonic ARIMA 

(2,0,2) with errors, 

K=4 

0.48 0.37 6.27 0.14 

Holt-

Winter(additive) 

Holt-Winter 

(Multiplicative) 

0.53 

 

0.53 

0.43 

 

0.43 

7.30 

 

7.27 

 

4.3e-8 

 

3.2e-6 

 

ETS (M, N, A) 0.51 0.41 6.90 

 

2.6e-6 

 

TBATS 

(0.032, {0,0}, -, 

{<12,4>}) 

0.50 

 

0.40 

 

6.62 

 

3e-3 

 

 

4.  Conclusions and Future Work  

 In this article, different time series forecasting methods are 

used to fit and forecast the wind speed of Ras-Gharib in Egypt 

using historical daily and monthly data for short-term and 

long-term forecasting. Data sets are separated into train and 

test sets to evaluate forecast accuracy. Based on the minimum 

value of AIC, the best parameters are chosen from a range of 

potential orders and coefficients of different models. Then, the 

RMSE, MAE, and MAPE are calculated, and a Ljung-Box test 

that evaluates the correlation of the residuals is carried out for 

all methods to evaluate and compare forecast outcomes. 

According to the results of RMSE, MAE, MAPE, and PR-

value of Ljung-Box test, the best model was selected among 

the investigated forecasted techniques. Forecasting and 

statistical tests are executed using R-Studio software and the 

results show the following:                                                        

4.1. For Daily Wind Speed Data  

𝑇𝐵𝐴𝑇𝑆 (1, {3,4}, −, {< 365,4 >}) is the most accurate model 

to fit and forecast the daily data with an accuracy of 76.4% on 

fitting the data and 73.1% on forecasting at h=365. 

4.2. For Monthly Wind Speed Data 

The dynamic harmonic regression model 

(𝐴𝑅𝐼𝑀𝐴 (2,0,2) 𝑤𝑖𝑡ℎ 𝑒𝑟𝑟𝑜𝑟𝑠, 𝐾 = 4) can be used for fitting 

data with an accuracy of 93.73%, and the 

𝑆𝐴𝑅𝐼𝑀𝐴 (0,0,0) (0,1,2)12  model can be used for forecasting 

with an accuracy of 92.83% at h = 26. 

The abovementioned results can provide us with the 

knowledge that aids in developing strategies for power system 

operation and planning issues.  Finally, we think that 

extending the current study to handle the variance of residuals 

forecasts using the ARIMA-GARCH model may produce 

better predicting results in subsequent work. 
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