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Abstract- This research suggest a new load frequency control (LFC) system for a three-area non-reheat system. The system 

that is suggested employs a hybrid fuzzy-PI controller and Mountain Gazelle Optimizer (MGO), with  Integral Time Absolute 

Error ITAE serving as the objective function. The proposed controller's performance is compared with different techniques 

including PID based on MGO, PID-based on transet search optimizer TSO, PID-based on Pelican Optimization Algorithm 

POA, fuzzy-TSO, and fuzzy-POA. The proposed hybrid fuzzy-PI controller with MGO performs better than the other 

controllers in terms of reduced settling time, maximum overshoot, maximum undershoot of frequancy deveation, and ITAE, 

according to the results. The effectiveness of the proposed controller is further verified in various scenarios, including sudden 

changes in loads and the incorporation of renewable energy sources (RESs), such as wind turbines and solar panels, along with 

energy storage systems. Overall, the findings show that the suggested controller is a successful method for enhancing 

frequency stability in a three-area non-reheat power system under a variety of operating scenarios. Matlab 2020 was used in 

this work.  

Keywords:  Load Frequency Control (LFC); Mountain Gazelle Optimizer; renewable energy sources (RESs); energy storage 

(ES); Integral Time Absolute Error (ITAE). 

 

1. Introduction 

The microgrid is a networked power generation system 

made up of several connected generators. Each area may 

contain more than one generator, including non-reheat 

turbines, thermal turbines, gas turbines, nuclear reactors, 

wind turbines, PVs, and others. All of these generators can 

be connected together in one or more areas. In the power 

system, strong generation control is always necessary, 

especially when renewable energy sources (RES) are widely 

utilized in utility systems. Increasing the RES in the utility 

makes the system have low inertia and weak ability to stand 

against sudden changes in loads or any disturbance in the 

system [1-3].  

Many researchers have proposed several problems and 

techniques to achieve the maintenance of load frequency 

control. A strong Active Disturbance Rejection Control is 

recommended by others in [4] to enhance load frequency 

control in three areas: non-reheat, reheat, and hydraulic. 

Dekaraja in [1] studied the impact of storage systems in three 

area systems with integrated RES and AVR control. In [5], 

the authors proposed a hyped technique GA-PSO to improve 

PID controller for making the three-area system more robust. 

In order to enhance the load frequency control in three area 

systems, a FOPID controller was utilized in [6]. Zeynelgil in 

[7] used an artificial neural network to improve an integrated 

system with four areas. Also, the authors in [8] suggested a 

FOPID controller to enhance a four-area system integrated 

with RES. In [9], to optimize PID controller parameters, a 

fuzzy logic controller is used in conjunction with PSO. The 

load frequency control in the fore area system was improved 

by the authors in [10] using a firefly algorithm. ANFIS 

controller was used in [11] to improve the LFC combined 

with SMES-TCPS. A PI-PID cascade controller was used in 

[12], based on the Flower Pollination algorithm, to enhance 

LFC on the multi-area system. Improving the PID on LFC 

based on PSO with ANFIS was developed in [13]. Also, 

deep learning techniques were employed to improve 

generation control and reduce frequency deviation [14]. 

Real-time rotational inertia provision and frequency 
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deviation in power systems were both handled by predictive 

control [15]. In [16], the authors used a PI controller to 

improve generation control for a combined system of PV 

with a thermal system. Additionally, a PI controller uses two-

area thermal power in the AC-DC tie-line [17]. Furthermore, 

the RESs' inconsistent and variable power generation leads to 

an unstable and inadequate power supply [1, 3, and 18]. To 

determine the ideal parameter for AGC for three areas, the 

authors in [19] develop a novel quasi-oppositional harmony 

search algorithm. [20] Uses a BFOA algorithm with the PSO 

for multi-objective LFC in hybrid power systems. Several 

other methods have been proposed to improve load 

frequency control in power systems [21–26]. 

This study will utilize a three-area non-reheat system 

that incorporates a PID controller with a derivative filter. The 

controller will be tuned using optimization techniques that 

are hybridized with a fuzzy logic PI controller. Energy 

storage systems such as SMEs and BES will support the non-

reheat system, while RES like wind turbines and PV systems 

will be integrated into the system to assess the controllers' 

behavior. The Mountain Gazelle Optimizer, Pelican 

Optimization Algorithm, and Transit search are optimization 

techniques used in this research to obtain better PIDF 

parameters. The first section of this work introduces the 

study, while the second section describes and models the 

system. The third section discusses the study's control 

strategy, and the fourth section presents findings and 

discussions. The last section brings this work to a close. 

2. System Description and Modeling  

 

2.1 System Description 

A three-area non-reheat thermal system is used in this 

study. Each area has a single generator, turbine, and 

governor, and is connected to loads and energy storage 

systems. Additionally, RES will be inserted into the system. 

Once the load increases or any fault occurs in the system that 

causes deceleration or acceleration of the frequency, the 

controller must adjust the system parameters to restore its 

stability. One turbine, one governor, and one generator are 

present in each of the three areas of the system depicted in 

Figure 1 single-line diagram. The ratings for areas one, two, 

and three are 2000MW each [27-30]. Energy storage 

elements are also inserted into the system to improve its 

performance. The system also includes RES as shown in the 

Figure 1.  

 

 

 

 

 

 

The power rating of each area is 2000MW also, and the 

system inertia was 5 for each area.  The maximum power 

sharing in the tie-line is 200MW between each area. The 

frequency base factor B is 0.425 for each area. T12, T23, and 

T31 are the synchronizing coefficient between areas. The 

LFC Participation Factor a is equal to 1 for each area. Kpsi is 

the gain of the power system. A first-order equation is 

represented by each load and generation block, as seen in 

Figure 2. Furthermore, first-order equations describing the 

governors and turbines are provided. 

Table 1: Three area system parameters 

Area  1 2 3 

Speed regulation  R=2.4 R=2.4 R=2.4 

tie max 200 200 200 

Inertia constant  H=5 H=5 H=5 

Base power  2000MW 2000MW 2000MW 

Governor time 

constant  

Tg=8e-2 Tg=8e-2 Tg =8e-2 

Turbine time 

constant  

Tt=0.3 Tt=0.3 Tt=0.3 

Kpsi 120 120 120 

B 0.425 0.425 0.425 

Tps 20 20 20 

a  1 1 1 

T12=T23=T31 .08674 .08674 .08674 
 

Fig.2: a single line diagram for a three-area non-reheat 

system that incorporates RES and energy storage 

2.2 Problem Formulation  

The goal of this article is to improve system stability, 

reduce overshoot, undershoot, and settling time by finding 

the best parameters for the controller. The objective function 

used in this article is ITAE (integral time absolute error), 

which is shown to be more effective than other approaches in 

[31]. ITAE minimizes the area control error (ACE) in each 

area, which is a function of the frequency deviation Δf and 

Tie line 

power  

Area one 

Fig 1: Simple three-area non-

reheat system diagram 

 

Area-two Area-three 

Loads Loads 

Loads RES+ ES 

RES+ ES RES +ES 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  

A. A. Aloukili et al., Vol.13, No.4, December, 2023 

 1634 

the power tie-line ΔPtie between areas, such as area one and 

two. Equations (20-23) below define the objective function. 

Artificial intelligence (AI) will find the optimal parameters 

of PID controller after 1000 iterations. Three optimization 

techniques, MGO [32], POA [33], and TSO [34], are used 

alone and also combined with fuzzy-PI to enhance system 

performance. They are applied to find the optimal parameters 

of PID controller. 

ITAE=                                (1)                                       

Where    

ACE1= Δf1+ΔPtie 12+ ΔPtie 31                                                                           (2)                                                                   

ACE2= Δf2+ΔPtie 23+ ΔPtie 12                                                                            (3)                                                 

ACE3= Δf3+ΔPtie 23+ ΔPtie 31                                                                            (4)                                                  

 

2.3 Modeling of RES and ES Systems 

SMES model : A type of energy storage known as 

superconducting magnetic energy storage (SMES) uses the 

magnetic field produced by a superconducting coil to store 

energy. SMES systems employ high-temperature 

superconductors to produce a powerful magnetic field when 

an electric current flows through the coil. The stored energy 

can then be released by reversing the current flow, enabling 

the rapid discharge of significant amounts of energy. SMES 

systems are frequently utilized in applications such as power 

grid stabilization, peak shaving, and load leveling [1, 3, 18, 

35]. Calculations for power (P) and magnetic energy (E) are 

as follows: 

                                                                           (5) 

                                                           (6) 

In this study the SMES system used as first-order transfer 

function[1,3]. 

                                                         (7)   

where  gain  KSMES=0.98  ,  time constant TSMES= 0.03s 

BES model: Battery energy storage is a technology that 

transforms chemically produced energy from renewable 

sources like solar and wind into electrical energy and stores it 

in batteries for later use. This technology is becoming 

increasingly important as the world moves towards a more 

sustainable energy future. Battery energy storage can help 

reduce the need for traditional power plants, reduce 

emissions, and provide backup power during outages. 

Additionally, it is able to store additional energy produced by 

renewable resources for later use when demand is higher. A 

first-order equation will be used to represent the BES in this 

study, which will use fast response types of BES devices 

[1,3,18,36]: 

                                                                                                                                 (8)   

 W here gain KBES = 1.8  ,  time constant  TBES= 0  

 

 

PV model: One of the sources of renewable energy is 

solar power. The PV array's output power can be calculated 

using the formulas below [3,18,36], where they depend on 

solar radiation and array temperature. 

 

      (9)                                  

Where  

STC is the stander test conditions  

Ppv.STC: the related output power 

GSTC: solar irradiance STC (1000W/m2) 

TSTC: reference temperature (25◦C) 

: Maximum power point tracking 

α: temperature coefficient  

 

In this work, the photo voltaic data is taken from a real 

photo voltaic system in dernah, Libya where the maximum 

radiation is 980 W/m2. The maximum power point tracking 

was 98%. Consuming the surrounding temperature constant 

of 25◦C [3].  Consequently, during the radiation G, the PV 

array's output power changes. Therefore the PV model can 

be written as below: 

                                                           (10)  

 While 

 Kpv =1 is the gain and Tpv= 0.03s is the time constant 

 

Wind turbine model: One of the RES, the wind 

turbine's output power is determined by the wind speed 

acting on its rotor and can be calculated using the equation 

below [3,18.36]: 

                               (11) 
 

In Equation 11, ρ represents air density, A represents 

rotor speed swept area, and V3 represents the wind speed. 

The power coefficient, or Cp, depends on the tip speed ratio 

λ and blade pitch angle β. To ensure that the wind turbine 

operates at its best, the power coefficient Cp is typically 

controlled at low and medium wind speeds. The wind speed 

used in this study was gathered from a real wind project in 

Libya's Dernah city. Changes in output power can be 

expressed as a first-order equation as shown below for small 

signal stability in the system: 
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                                                      (12) 

 Where the gain of KWTG = 1 ,with a time constant  

TWT = 1.5 
 

3. Control Strategy  

The control strategy proposed in this article is a hybrid 

controller that combines a PIDF is a PID controller with a 

derivative filter, additionally, PI controller based on fuzzy 

logic controller [37-40]. The PID parameters are tuned using 

the mountain gazelle optimizer (MGO). Additionally, other 

PID controllers are integrated into storage energy systems to 

enhance system performance. The Figure below illustrates 

FPI-PID. 

 

 

 

 

Fig. 3: Fuzzy PI-PID controller 

To achieve better outcomes and performance, a PID 

controller with a derivative filter will be used. To lessen the 

noise signal, the value of this filter can be changed. A PID 

controller with a filter is shown in Figure 4 below. 

                    (13) 

The proportional, integral, derivative, and filter parameters 

will be obtained by an MGO   

 

 

 

 

Fig. 4: shows below the PID controller with filter 

3.1 Fuzzy-PI Controller  

A fuzzy PI controller is a type of control system that uses 

fuzzy logic and proportional-integral (PI) control to regulate 

the behavior of a system. It combines the advantages of both 

fuzzy logic and PI control to provide an efficient and robust 

control solution. The fuzzy PI controller uses fuzzy logic to 

determine the appropriate output for a given input, while the 

PI controller adjusts the output based on the error between 

the desired output and the actual output. This combination 

allows for more accurate control than either method alone 

[40-42]. 

Fig .5: Fuzzy logic control PI 

 In this article, online tuning for a PI controller is 

achieved by using a fuzzy logic controller, which determines 

the best parameters for the PI controller. 

The Fuzzy Logic Controller (FLC) is a system that uses 

fuzzy logic to process input data and produce an output. It 

consists of four main components: fuzzification, a Fuzzy 

Inference System (FIS), a rule-based system, and 

defuzzification. Before the input data is sent to the 

fuzzification process, it must be preprocessed by normalizing 

or scaling the measurement quantities. This preprocessing 

step transforms the crisp value into a fuzzy set, which is then 

used by the FIS to execute all reasoning schemes and 

generate an output. Finally, the output is defuzzified to 

obtain a crisp value. Membership functions (MFs) such as 

Gaussian, bell-shaped, trapezoidal, and triangular are used to 

design a Fuzzy Logic Controller (FLC). Tuning fuzzy control 

is a difficult task that involves rule tuning and MFs tuning, 

which may not be effective. To obtain an optimum and 

robust FLC, the system's parameters have been tuned. 

However, for real-time applications, symmetrical triangular 

MFs (STMFs) are preferred due to their simplicity compared 

to other MFs. The rule base of an FLC is composed of 

membership functions and control rules. The output of the 

FLC is a fuzzy set that needs to be transformed by a 

defuzzification scheme into a numeric value. Due to this 

study's focus on defuzzification schemes, five triangular MFs 

are utilized. These five MFs were selected using five 

linguistic variables, which include the input and output of 

FLC for negative large (NL), negative small (NS), zero (ZE), 

positive small (PS), and positive large (PL). The input/output 

MFs of the FLC are shown in Figure 6. The 25 rule two-

dimensional rule-base for ACE, dACE, and FLC output is 

shown in Table 2. This study employs Mamdani and centroid 

methods for FIS and defuzzification, respectively [43-46]. 

 

 

 

 

Fig. 6: membership function MF of input/output of the fuzzy 

logic controller 
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The two input signals to the FLC are ACE and the 

derivative of ACE (dACE), and the output from the 

controller is a real-time value for Kp and Ki. The 

mathematical expression of output values is based on Table 2 

Kp= fp (ACE, dACE) , Ki= fi (ACE, dACE)                    (14)   

 Table 2: Fuzzy rule for outputs/inputs fuzzy logic controller 

[1,38] 

 

 

 

 

 

3.2 Mountain Gazelle Optimizer MGO 

The Arabian Peninsula and its environs are home to the 

Mountain Gazelle species of gazelle. Although it is widely 

distributed in these areas, Because of its close resemblance to 

Robinia tree, its density is extremely low. Due to Gazella 

bennettii, the species lost some of its territory, a species 

better suited to surviving in hot climates, as temperatures 

increased in the late Holocene. The Mountain Gazelle is 

fiercely territorial, and their territories are spread far apart 

from one another. Mother-offspring herds, young male herds, 

and single males' territories are the three main groups they 

form. The struggle between nearby males for control of their 

environment is less violent and more dramatic than the 

conflict between male gazelles for the ownership of females. 

Compared to adult males or owners of land more young 

males use their horns in combat. The mountain gazelle is a 

migratory animal that often travels over 120 km in search of 

food. It can run for quite a distance at an average speed of 49 

miles per hour, which is an incredibly fast speed [32].  

To create a mathematical representation for its 

operations, the Mountain gazelle optimizer algorithm draws 

on the dynamic in society and groups of mountain gazelles. 

The four main aspects of a mountain gazelle’s life are taken 

into account in this model: solitary territorial males, 

maternity herds, bachelor male herds, and food 

migration[32]. 

Territorial Solitary Males 

Male mountain gazelles establish their own solitary 

territories when they are mature and physically capable, and 

they fiercely defend them. These territories can be quite far 

apart from one another, and battles between adult males often 

occur over the possession of a female. While older males 

work to protect their territory, younger males try to conquer 

it or the female. Figure 7 depicts a high-level view of the 

MGO agent-based optimization approach. 

TSM = malegazelle -|(ri1×BH-ri2×X(t))×F|×Cofr                              (15) 

 

 

 

 

 

 

 

 

Fig. 7: Description of the improvement approach based on 

agents of MGO  

In equation 15, malegazelle is a position vector that represents 

the ideal worldwide solution, ri1 and ri2 are random integers, 

BH is the coefficient vector of young male herd calculated by 

equation 16, additionally, to improve search efficiency, Cofr 

is a coefficient vector that is randomly chosen and updated 

after each iteration. Equation 14 allows for its calculation. 

BH = Xra × ⌊r1⌋ + Mpr × ⌈r2⌉, ra = {⌈N/3⌉…N}                  (16) 

The random solution (young male) within the range of ra is 

represented by Xra. N is the total number of gazelles,  Mpr is 

the typical number of search agents (N/3) that were randomly 

chosen. R1 chosen as random value also R2. 

 F = N1(D)× exp ( 2- Iter × (2 / MaxIter))                            (17) 

        (18) 

The amplitude (a) of Cofr is calculated by using this 

equation:   

a = - 1 + Iter × ( - 1/ MaxIter)                                          (19) 

In equations 17 & 18, N1 is a selected randomly from the 

normal numbers. MaxIter represents the total number of 

iterations, while Iter represents the current iteration. 

Additionally, r3, r4, and rand are arbitrary numbers from 0 to 

1. N2, N3, and N4 are arbitrary numbers that fall within the 

                   dACE 

ACE NL NS ZE PS PL 

NL NL NL NL NS ZE 

NS NL NS NS ZE PS 

ZE NL NS ZE PS PL 

PS NS ZE PS PS PL 

PL ZE PS PL PL PL 
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parameters and bounders of the problem. r4 is a random value 

that falls between 0 and 1 in the problem dimensions. Cos 

represents the cosine function, and that's all. 

Maternity Herds 

The life cycle of mountain gazelles depends on 

maternity herds because they offer a secure environment for 

female gazelles to give birth to robust male gazelles. By 

vying for females and helping to deliver young, male 

gazelles also contribute to the reproduction process. This 

behavior is formulated using. 

MH =( BH + Cof1,r )+ ( ri3×malegazelle - ri4 ×Xrand)×Cof1,r   (20)              

In equation 20 BH Using equation 16, represents the 

vector of impact factors for young males. Cof2,r and Cof3,r are 

coefficient vectors randomly chosen and independently 

calculated using eq.18. ri3 and ri4 are random integers 

between 1 and 2.In the current repetition, Malegazelle 

represents the best overall solution for adult males. Xrand 

represents the gazelle's position along its vector that was 

randomly chosen from the entire population. 

Bachelor Male Herds 

The male gazelles establish their own territories and 

attempt to gain control of female gazelles after they reach 

maturity. This often leads to confrontations between young 

and older males, which can result in violent behavior.  

BMH =(X(t) - D)+( ri5 × malegazelle - ri6 ×BH) × Cofr       (21)                           

In the current iteration, the gazelle vector's position is 

represented by X(t), and D is calculated using the equation 

22. ri5 and ri6 are random integers between 1 and 2 that are 

random values. Malegazelle depicts the location of the male 

gazelle's vector (the ideal solution). The young male herd's 

impact factor, BH, is also determined by using equation 16. 

 

 

 

 

 

 

 

 

 

D = ( |X(t)| + ⃒malegazelle ⃒) × (2 ×r6 - 1)                          (22)                                             

In the most recent iteration, X(t) and malegazelle represent the 

positions of the gazelle vectors, respectively. The adult male 

(best solution) is also calculated by the location of the vector. 

Additionally, r6 is a random value from 0 to 1. 

 Migration to Search for Food 

Mountain gazelles are always on the move in search of food, 

migrating over long distances. They possess great agility and 

strength, enabling them to run fast and jump high. The 

equation below mathematically formulates this technique of 

gazelle movement. Figure 8 shows the MGO flow chart. 

MSF = (ub - lb) × r7 + lb                                                    (23) 

 In equation 23, The upper and lower bounds, 

respectively, are represented by ub and lb. r7 is an integer 

number amidst 0 and 1 that is randomly chosen [32]. 

 

4. Results and Discusses  

The performance of the three-area non-reheat system is 

evaluated based on system stability, reduction of overshoot 

and undershoot, and settling time. Two types of controllers 

were used: PID and hybrid fuzzy PI-PID with different 

optimization algorithms under several scenarios. The PID 

controller parameters will be selected using optimization 

techniques such as MGO, POA, and TSO. The Fuzzy PI 

controller parameters will be calculated and changed 

instantly by the controllers depending on system 

requirements.  

Case study one involves studying the system 

performance under several load conditions (dynamic loads). 

In this case study, dynamic load conditions will be applied to 

each area of the three-area non-reheat system as shown in 

Figure 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: flow chart of MGO[35] 
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According to the changes in loads shown in Figure 9,  

the response of Area One is presented in Figure 10(a-g). 

Load changes occurred multiple times in Areas One and 

Two, with a single change in Area Three to test the 

controller's performance. The controllers were designed to 

minimize frequency deviation. Figures 10(a-g), 11(a-g), and 

12(a-g) demonstrate the controllers' performance, with fuzzy-

MGO proposing the best response due to its shorter settling 

time, absence of system oscillations, and lower steady-state 

error.  

 

 

 

This is also reflected in Table 3's ITAE values. Overall, 

fuzzy-MGO and MGO demonstrated superior performance 

even in Area Three. Fuzzy-POA, POA, fuzzy-TSO, and TSO 

exhibited significant oscillations and took five seconds to 

reach steady-state error in Area Three. Fuzzy-MGO and 

MGO both proposed the best performance with no 

oscillations observed in Δf1, Δf2, Δf3 or the power tie-line. 

According to maximum over-shoot (MOS), maximum under-

shoot (MUS), settling-time (ST), and ITAE values, Tables 4, 

5, and 6 compare the proposed techniques. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Technique 
ITAE 

PID 

ITAE 

Fuzzy-PID 
Controller Area Kp Ki Kd N 

MGO 0.1123 0.0707 

System 

controller 

1 299.956 249.999 69.916 502.177 

2 299.784 250.000 69.967 1319.184 

3 275.711 249.978 68.788 836.392 

Energy 

storage 

controller 

1 47.122 54.451 2.158 1945.914 

2 0.164 100.000 1.683 31.294 

3 0.088 0.139 0.329 434.140 

POA 0.1741 0.1131 

System 

controller 

1 300.000 249.057 59.546 1941.502 

2 291.796 142.718 67.750 1998.960 

3 253.381 249.896 54.766 1933.164 

Energy 

storage 

controller 

1 97.953 99.679 30.914 1926.859 

2 100.000 95.236 34.071 1993.496 

3 7.894 94.802 0.000 1309.885 

TSO 0.1419 0.0948 

System 

controller 

1 299.997 236.712 70.000 1995.108 

2 299.984 250.000 56.868 1309.889 

3 205.316 198.464 65.457 701.346 

Energy 

storage 

controller 

1 76.333 84.257 5.586 1999.967 

2 0.000 100.000 9.291 1759.810 

3 42.523 85.311 38.373 0.000 

Fig. 9: load change in each area for a three-area non-reheat system 

 

Table 3: PID controller parameters in each area with ITAE in each case 
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Fig. 10 (a-g): frequency deviation in area one with dynamic load change 

 

Table 4: Comparison between the proposed techniques in are 

one MOS, MUS, and ST 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tech sec MOS MUS- ST Tech MOS MUS- ST 

Fuzzy

-

MGO 

1 1e-5 1.25e-4 3.5 

MGO 

1.2e-5 1.4e-4 4 

8 14.8e-4 1e-4 3 14.9e-4 2e-4 4 

15 0.15e-4 1.25e-4 3.5 0.12e-4 1.4e-4 4 

20 0.2e-4 6.9e-4 3 0.17e-4 6.92e-4 3.2 

25 2.7e-4 0.2e-4 3.5 2.9e-4 0.15e-4 4 

35 0 6.9e-4 2.5 0 6.92e-4 3 

45 1.3e-5 1.25e-5 3.5 1.2e-6 1.4e-5 4 

Fuzzy

-POA 

1 1.2e-4 0.51e-4 5 

POA 

1.2e-4 0.26e-4 5 

8 3.85e-4 0.4e-4 7.2 4.1e-4 0.4e-4 6 

15 1.2e-4 0.51e-4 5 1.2e-4 0.26e-4 5 

20 0.4e-4 1.9e-4 5 0.4e-4 2.09e-4 5 

25 2.4e-4 1.2e-4 6 2.3e-4 0.65e-4 6 

35 0.4e-4 1.3e-4 6 0.15e-4 1.5e-4 6 

45 1.2e-5 0.51e-5 5 1.2e-5 0.26e-5 5 

Fuzzy

-TSO 

1 0.61e-4 1.3e-4 4.5 

TSO 

0.38e-4 1.4e-4 4.5 

8 6.25e-4 2.3e-4 3 6.3e-4 2.1e-4 3 

15 0.61e-4 1.3e-4 4.5 0.38e-4 1.4e-4 4.5 

20 2.23e-4 3.2e-4 3 2e-4 3.21e-4 3 

25 3.65e-4 1.24e-4 4 3.75e-4 0.8e-4 4 

35 0 3.2e-4 3.4 0 3.21e-4 3.4 

45 0.61e-5 1.3e-5 4.5 0.38e-5 1.4e-5 4.5 
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Table 5: Comparison between the proposed techniques in 

area two MOS, MUS, and ST 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 : Comparison between the proposed techniques in 

Tech sec MOS MUS- ST Tech MOS MUS- ST 

Fuzzy 

-MGO 

1 0.22e-4 6.8e-4 3 

MGO 

0.2e-4 6.8e-4 3 

8 13e-5 7.4e-5 5 18e-5 7.5e-5 5.2 

15 0.22e-4 6.8e-4 3 0.2e-4 6.8e-4 3 

20 3.7e-5 6.1e-5 3.5 3.8e-5 8.9e-5 4 

25 13.6e-4 1e-5 3 13.8e-4 0.8e-5 3.2 

35 0 1.48e-4 3 0 1.9e-4 3.2 

45 0.22e-4 6.8e-4 3 0.2e-4 6.8e-4 3 

Fuzzy- 

POA 

1 0.4e-4 1.2e-4 5 

POA 

0.2e-4 1.3e-4 5 

8 13e-5 3.2e-5 6 12e-5 2.2e-5 6 

15 0.4e-4 1.2e-4 5 0.2e-4 1.3e-4 5 

20 2.1e-5 6.2e-5 5 1e-5 6.1e-5 5 

25 2.4e-4 2e-4 5 2.5e-4 1e-4 5 

35 0.35e-4 1.19e-4 6 0.2e-4 1.2e-4 6 

45 0.4e-4 1.2e-4 5 0.2e-4 1.3e-4 5 

Fuzzy- 

TSO 

1 2.9e-4 3.8e-4 4.5 

TSO 

2.7e-4 4.1e-4 4.5 

8 18e-5 8e-5 5 17e-5 8.1e-5 5 

15 2.9e-4 3.8e-4 4.5 2.7e-4 4.1e-4 4.5 

20 4.1e-5 9.2e-5 4.5 3.9e-5 8.5e- 4.5 

25 7.5e-4 6.2e-4 4 8e-4 5e-4 4 

35 0.1e-4 1.8e-4 4 0 2e-4 4 

45 2.9e-4 3.8e-4 4.5 2.7e-4 4.1e-4 4.5 

a 

b 

f 

g 

e 

d 

c 

Fig. 11 (a-g): frequency deviation in area two with dynamic load change 
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MOS, MUS, ST and ITAE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tech sec MOS MUS- ST Tech MOS MUS- ST 

Fuzzy-

MGO 

1 6e-5 7.7e-5 3.4 

MGO 

6.2e-5 9.6e-5 3.7 

8 2.6e-4 0.2e-4 3 3.6e-4 0.5e-4 5 

15 6e-5 7.7e-5 3.4 6.2e-5 9.6e-5 3.7 

20 1.5e-5 12e-5 3 2.7e-5 18e-5 3.2 

25 16e-5 12e-5 3.3 21e-5 14e-5 3.6 

35 2e-3 2.9e-3 3 1.4e-3 2.95e-3 3.2 

45 6e-5 7.7e-5 3.4 6.2e-5 9.6e-5 3.7 

Fuzzy-

POA 

1 2.4e-5 8e-5 5 

POA 

2.5e-5 8e-5 5 

8 2.25e-4 1e-4 5 2.7e-4 1.2e-4 5 

15 2.4e-5 8e-5 5 2.5e-5 8e-5 5 

20 5e-5 12e-5 5 5.5e-5 14e-5 5 

25 1.9e-4 0.6e-4 6 1.7e-4 0.6e-4 6 

35 3e-3 4e-3 6 3e-3 4e-3 6 

45 2.4e-5 8e-5 5 2.5e-5 8e-5 5 

Fuzzy-

TSO 

1 4.8e-5 12e-5 5 

TSO 

5.5e-5 11.5e-5 5 

8 1.8e-4 .08e-4 3 2.3e-4 0.2e-4 5 

15 4.8e-5 12e-5 5 5.5e-5 11.5e-5 5 

20 1e-5 9e-5 5 2e-5 12e-5 5 

25 22e-4 1e-4 4 22e-4 1.1e-4 4 

35 1.9e-3 2.8e-3 5 1.9e-3 2.8e-3 5 

45 4.8e-5 12e-5 5 5.5e-5 11.5e-5 5 

d 

c 

e 

f a 

b g 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  

A. A. Aloukili et al., Vol.13, No.4, December, 2023 

 1642 

 
 

Case study two examines the performance of a controller 

with the penetration of RES. This section of the research 

explores the system's response to the unpredictable 

combination of hybrid renewable energy sources and 

dynamic loads, taking into account real-world wind, load, 

and solar irradiance data. Figure 14 illustrates the 

fluctuations in wind speed at the University of Derna 

Research Center in Libya on 21-10-2019, ranging from 5.9 to 

12 m/s. The power output of a wind turbine in Area 1 varies 

between 0.1 to 0.15 p.u.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Solar irradiance data was also collected from the center 

of research at the University of Derna in Libya, showing a 

normal distribution of solar irradiance from six clock in the 

day to six clock in the night with a maximum of 980 

W/m2.Figure 14 also highlights PV power variation in Area 

2, with a maximum of 0.25 p.u. lastly, a single day's worth of 

load change was predicted (Thursday) in Derna city, Libya. 

Taken together, these hybrid energy sources and dynamic 

loads provide valuable insight into the system response of 

renewable energy sources in different regions. 

Fig. 13: power tie-line between areas one, two, and three 

 

Fig. 14: change of generation and loading in areas one, two and three 

 

tel:21-10-2019
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Figure 15 shows the system performance after inserting 

RES and dynamic load in areas one, two, and three. Also, 

Figure 16 show the power tie-line between areas. According 

to the Figures (15-16) Fuzzy-MGO and Fuzzy-TSO proposed 

best response than other techniques where has less 

oscillation, faster settling time, and less ITAE than other 

techniques. Where the ITAE for each method was: Fuzzy-

MGO=651.2, Fuzzy-TSO=677.3, Fuzzy-POA=701.4, 

MGO=1062, TSO=1116 and POA=1129 

5. Conclusion  

The aim of this study is to propose a new and improved 

Fuzzy-MGO controller for a hybrid microgrid system that 

uses real data on wind speed and irradiance along with 

dynamic load changes from solar and wind energy sources. 

The controller also accounts for energy storage systems. The 

heuristic algorithm MGO is used to optimize the scaling 

factors and output gains also the membership function 

boundaries for the fuzzy-MGO controller. The effectiveness 

of the controller is compared with other controllers such as 

MGO-PID, Fuzzy-POA, Fuzzy-TSO, TSO-PID, and POA-

PID. Moreover, various scenarios are run to test the 

resiliency and sensitivity of the controller to different step 

load perturbations, and uncertainties related to renewable 

energy sources such as wind speed fluctuations, solar 

irradiance variations, and load changes. When compared to 

the other controllers, the proposed Fuzzy-MGO controller 

performs better. In the first scenario, the system was tested 

under several loading conditions. Fuzzy-MGO showed the 

best performance, with a better settling time, minimal 

oscillation, and the lowest ITAE out of the other controllers. 

For the second scenario, renewable energy sources (RESs) 

were included in areas one and two, and area three saw a 

dynamic load for a full day. Fuzzy-MGO had the lowest 

Fig. 15: frequency deviation in area one, two and three with RES and dynamic 

loads 

 

Fig. 16: power tie-line between areas for tech techniques 
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frequency deviation, fastest settling time, and lowest ITAE 

from the other controllers. 
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