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Abstract-This paper presents a comparison between multilayer perceptron (MLP) and neural autoregressive with exogenous 

inputs(NARX) for generating hourly global solar radiation in the city of Fes(Morocco).Results from this analysis are crucial for 

the design and sizing of any solar  energy system.MLP and NARX were created, trained and tested using MATLAB. Four hourly 

measured variables over five years and one calculated parameter were used as input to the models and horizontal hourly global 

solar radiation as target. Models with different structures, especially, different combinations of inputs as well as different 

numbers  of hidden neurons were implemented. To evaluate these models, the regression coefficient (R2)and two error statistics, 

namely, normalized root mean square error (nRMSE) and normalized mean bias error (nMBE) are used. According to theses 

statistics, the best model is NARX with 5 inputs. The test of this model over unseen data and its ability to produce authentic 

forecasts show a good accuracy and prove its generalization capability (nRMSE=15%,nMBE=0.036%and R2=0.95). For the 

wide use of the proposed model with available data, different sizes for different periods of data were used for the learning process. 

Depending on the accuracy required for the  generated values, our model gives  quite good results with relatively small sets of 

training  data. As such, the proposed model shows a good ability to generate hourly solar radiation values from  more available 

and cheaper data namely temperature and relative humidity.  

Keywords- Global solar radiation; artificial neural network;modelling; prediction; NARX 

 

 

1.   Introduction 

Morocco is characterised by an intensive solar irradiation, 

as it lies in a sunny belt, which favours the utilization of solar 

energy. Indeed, Morocco has launched an ambitious 

renewable energy programme in 2010,costing  around nine 

billion dollars to be completed by 2020. This project will 

generate 2,000 megawatts of solar generation capacity. The 

installation of any solar power system requires high quality 

solar radiation measurements in order to size and simulate the 

system’s functioning. Lack of long series of data or poor 

quality data series can combine errors in plant design, sizing 

and performance forecasting; thing that impacts negatively on 

investment. Unfortunately, measures of solar radiation are 

usually in accurate and rare over the world[1]; especially in 

Morocco, due to the measuring devices price. There is only a 

small number of solar radiation stations, that is why there is a 

lack of solar irradiation measurements over large areas. 

However, other meteorological parameters such as 

ambient temperature, humidity, wind speed are relatively 

easily measured in a larger number of meteorological stations 

with relatively low cost. On the other hand, sizing correctly a 

solar system or simulating its performance require at least, 

daily or, even better, hourly solar irradiation. Hence, it seems 

that elaborating relationships between available 

meteorological data and the solar irradiation ones can be 

benefit. Previous studies show that Artificial Neural Networks 

(ANN) are particularly suitable to reach this goal. Recently, 

(ANN) models have been used in solar radiation modelling for 

many locations with different climates. Pertaining researches 

have been done in countriessuch as Greece, Saudi Arabia, 

Turkey, China, Egypt, Cyprus, Spain, India, Oman, Algeria, 

the UK and Malaysia [2–35].But no work seems to exist in 

Morocco. Thus, the purpose of this paper is the generation of 

horizontal  hourly solar irradiations, using ANN’s models, 

from calculated astronomical variables and measured 

meteorological data which are cheaper and more available. 

The paper is organized as follows. In the first paragraph, 

we will present a bibliographical review that illustrates the 

ability of artificial neural networks (ANN) to elaborate non-

linear relationships between input and output data. Such 

relations were developed between meteorological parameters 

and solar irradiations for different time scales especially 

monthly , daily or hourly mean values  but rarely for short-

time step data. In a second paragraph, we will focus on two 
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types of ANN : MLP and NARX models to be compared and 

statistic parameters for model’s evaluation will be presented. 

In a third part, we will give a description of our data 

measurements station where nine meteorological variables are 

measured. A database will be defined and ten different 

combinations of five variables will be tested as input to the 

ANN models. Then, the methodology developed to address 

different issues will be applied and results will be discussed. 

At last, conclusions and perspectives for further studies will 

be presented. 

2.   Bibliographical Review 

Modelling or estimating solar irradiation methods can be 

widely classified in three categories: 

- Models that take into account irradiative transfer modes 

and solar radiation and earth atmosphere exchanges such as 

Rayleigh diffusion, absorptions by ozone, aerosols and water 

vapour [36-39]. In addition to the fact that these models are 

complex, they only  estimate solar irradiation in clear sky 

conditions. 

- The second category concerns methods that uses 

empirical relations between clearness index, Kt, and sunshine 

ratio; Kt is defined as a ratio of horizontal global solar 

irradiation, on extraterrestrial irradiation while the sun ratio is 

the sunshine duration divided by the theoretical day length. 

Generally, most of these methods were not very accurate as 

they used high time steps or averaged data [36],[40-41]. 

Stochastic models have been also applied at different time 

scales [42-44]. 

- The most recent category is based on artificial intelligent 

methods. Indeed, Artificial Neural Network, ANN, were 

developed [14], [45-46] for solar radiation studies either for 

forecasting data series, estimating solar irradiation from 

exogenous meteorological data or for extrapolating solar 

irradiation from data measured on other sites. 

Our research is part of this last category: making a choice 

between Multi-Layer Perceptron (MLP) or neural 

autoregressive with exogenous inputs (NARX) models to 

estimate hourly global solar irradiation on a horizontal plane, 

Ig, using exogenous meteorological data which are more 

available and less costly such as temperature, relative 

humidity and wind speed. 

Indeed, the ANN approach is capable to find both linear 

and nonlinear relationships between inputs and outputs [47]. 

ANN models acquire knowledge through the training phases 

and store this knowledge within inter-neuron connection 

strengths called synaptic weights. 

The ANN models’ performance depends on the choice of 

the best combination of weather variables as input, training 

algorithm and ANN architecture design. The most important  

key task in time series prediction is the selection of the input 

variables, especially that, for non-linear ANN models, there is 

no systematic approach to adopt [48]. 

3.    Design of the Artificial Neural Network Model  

3.1. Neural network 

An artificial neural network is an information processing 

system that is non algorithmic  and massively parallel.  It is 

composed of layers of parallel units called neurons. These 

neurons, being connected by a large number of weighed links, 

receive inputs over their incoming connections, perform non 

linear operations generally and output the final results. They 

have been applied in various aspects of science and 

engineering [49-57]. 

There are two major categories of ANN: feed-forward 

and feedback (recurrent)networks. The main difference 

between these categories is the existence of one or more loops 

in recurrent models. While feed-forward networks are 

organized into layers connected strictly in one direction from 

the first layer to the last one [58]. 

3.2. Multilayer Perceptron (MLP) 

 MLPs are the most commonly used type of feed-forward 

networks. A schematic diagram of the basic architecture is 

shown in Fig. 1a.  Each neuron k in the hidden layer (fig. 1b) 

sums up its inputs xi after weighting them with the strengths 

of the respective connections wki from the input layer and 

calculates its output yk as follows: 

       𝑦𝑘 = f (∑ wki

𝑁

𝑛=1

xi)                                                  (1) 

f is a transfer function that can be a sigmoid, hyperbolic 

tangent or radial basis function. The final output in the last 

layer is computed similarly.  

The neural network adopted in our study is a multi-layer 

feed-forward back-propagation network.  It was designed and 

trained using MATLAB’s  code and MATLAB’s neural 

network toolbox. A simplified schematic diagram of this 

network is shown in Fig. 1c;  the main characteristics of this 

model to be mentioned: 

-There is one hidden layer ( the user can change the 

numbers of hidden neurons )  

-The transfer function adopted is a sigmoidal while the 

output node has a linear activation function 

-The training algorithm is back-propagation based on a 

Levenberg-Marquardt(LM) minimization method which is the 

most commonly used [59].  

-The learning procedure is controlled by a cross-

validation technique based on a random division of the initial 

set of data in 3 subsets (training, validation process control and 

testing).     
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(a)                                                    (b)                                                                    (c) 

Fig. 1. a) Multi-layer perceptron (MLP) network  b) Architecture of an artificial neuron c)Diagram of the used MLP in 

MATLAB 

 

3.3. Recurrent models:NARX 

From recurrent dynamic networks we adopted the 

nonlinear autoregressive network with external inputs 

(NARX). The equation characterizing NARX model is: 

 

𝑦(𝑡) = 𝑓 (
𝑦(𝑡 − 1), 𝑦(𝑡 − 2), … , 𝑦(𝑡 − 𝑑), 𝑥(𝑡 − 1),

𝑥(𝑡 − 2), … , 𝑥(𝑡 − 𝑑)
)    (2) 

 

Where y(t) is the output signal, x(t)  the input signal, t 

denotes time and d the delay.  y(t) is regressed on its previous 

values and previous values of an independent input signal x(t). 

NARX model can be carried out by using a feed-forward 

neural network to approximate the function f. Fig. 2a 

illustrates a diagram of the resulting network. 

The output of the NARX network can be considered as an 

estimate of the output of a nonlinear dynamic system to be 

modeled. This output is fed back to the input of the  network 

as part of the standard NARX design (Fig. 2b).  The true 

output being available during the training, it will be benefit to 

create a series-parallel architecture, in which the true output is 

fed back instead of the estimated one ( Fig. 2a). This ensures 

that the resulting network has a purely feed-forward design 

and static back-propagation can be adopted for training.  

Here also, the activation function for the hidden layer is a 

sigmoid while for the output unit a linear  function is used. 

 
   (a) 

 

 
      (b) 

Fig.  2. a) Diagram of  NARX series- parallel architecture   

b) Diagram of  NARX closed loop architecture 

 

The training process is done in open loop with the LM 

algorithm.  

In order to accomplish multistep-ahead prediction, once 

the learning achieved, the architecture is converted to closed 

loop. For this network ‘d’ initial inputs and outputs are needed 

as initial conditions [59]. In this study,  the delay number was 

fixed at the value of two to reduce the number of solar 

radiation values needed as input to the model. 

3.4. Model evaluation : 

To evaluate the quality of estimation and ANN 

performances several parameters can be used such as [60]: 

Root means square error (RMSE) and  normalized RMSE 

(nRMSE) expressed as: 

 

       𝑅𝑀𝑆𝐸 = √∑(𝑦𝑖 − 𝑥𝑖)
2 𝑁⁄

𝑁

𝑖=1

     ;   

 

𝑛𝑅𝑀𝑆𝐸 =

[
 
 
 
√∑(𝑦𝑖 − 𝑥𝑖)

2 𝑁⁄

𝑁

𝑖=1
]
 
 
 

𝑥 ̅⁄                            (3) 

 

 Determination coefficient  R2defined by the equation : 

 

𝑅2 = [∑(𝑦𝑖 – �̅� )

𝑁

𝑖=1

(𝑥𝑖 – �̅� )]

2

{[∑(𝑦𝑖 – �̅� )2

𝑁

𝑖=1

] [∑(𝑥𝑖 – �̅� )2

𝑁

𝑖=1

]}⁄  (4) 

 

Mean bias error (MBE) and  normalized mean bias error 

(nMBE) defined by : 

 

𝑀𝐵𝐸 = ∑(𝑦𝑖

𝑁

𝑖=1

− 𝑥𝑖) 𝑁  ;  𝑛𝑀𝐵𝐸 = ∑(𝑦𝑖

𝑁

𝑖=1

− 𝑥𝑖) 𝑁�̅�⁄⁄   (5) 

 

yi denotes estimated values,  xi the measured ones; their 

respective averages values are defined as  �̅� = ∑ 𝑥𝑖 𝑁⁄𝑁
𝑖=1  ; 

�̅� = ∑ 𝑦𝑖 𝑁  ⁄𝑁
𝑖=1 with N, the data number. 
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- Root Mean Square Error (RMSE) shows the difference 

between the measured values and the predicted ones; it 

indicates the scattering of data around linear lines. The  

approximation is better if RMSE is minimal (tends to 0). 

 - The determination coefficient (R2) expresses the 

correlation between the real values and the estimated ones; the 

best approximation corresponds to the highest R2  (closer to 

1). 

-  MBE and nMBE describe the direction of the error bias, 

they show if the model tends to under-estimates (MBE<0) or 

over-estimates (MBE>0) the real values. 

 

4. Database Development 

 

4.1. Meteorological data description: 

 

In this paper, we used data measured in a radiometric 

station supervised by our laboratory and installed in Faculty 

of science and technology in Fes(Morocco) (latitude:33°56’-

N; longitude: 4°99’-W; altitude=579 m). Fes is a city with 

cold Winters and dry and hot Summers. 

 

This station consists of pyranometers  SP-Lite ( Kipp & 

Zonen) to measure  global and diffuse solar radiation, an 

anemometer with a van(wind monitor 05103) to measure wind 

speed and direction and a thermo-hygrometer (HMP45C) 

having a sensor to measure temperature and another sensor for 

relative humidity. In addition, the station has a pluviometer to 

measure precipitations and some radiometers to measure 

spectral components of solar radiation, in particular the UV 

and the active photosynthetic radiation APR. All these 

instruments are related to a data acquisition board(CR10X) 

with a storage module. Data are measured and recorded every 

5seconds and then converted to hourly averages. 

 

For this study, five years of hourly data recorded from the 

1st January 2010 to 31th December 2014 are available 

with43824data records. The measured variables are: 

horizontal global solar radiation (Ig); diffuse radiation (Id); 

temperature (T); pressure (P); relative humidity (Hr); 

precipitations(p); cumulative precipitations (Cp); wind speed 

(Ws) and wind direction (Wd).  

 

In order to extract outlier values, each parameter was 

examined. Then data before sunrise  and bellow  sunset 

periods were also deleted to avoid the mask effect or a no-

reliable response of pyranometers at high zenith angle on solar 

data[52]. Therefore, we have definitely 20544 records for each 

variable mentioned above. All these variables can be used as 

input parameters to the ANN models. 

 

4.2. Database development 

 

As mentioned before, the choice of the best combination 

of inputs is a prerequisite stage as there is no systematic rules. 

However, we must take into account some criteria such as: 

 -Parsimony which  consists in developing the simplest 

ANN architecture with a minimum of inputs, hidden layers 

and hidden neurons while keeping high performances. 

-Avoid  redundant inputs (they contain the same 

information), choose the best correlated variables to solar 

irradiation. Indeed, too many inputs can reduce the model 

efficiency[62]. 

In this study, we limited the number of inputs to five 

variables: relative humidity Hr(%),  temperature T(°C), wind 

speed Ws (m/s), number of sunshine, calculated based on 

measured data, N(hours) and horizontal extraterrestrial solar 

radiation Ihe(kWh/m2).Having hourly global solar radiation as 

the target variable, these inputs will be used to train, validate 

and test the models 

 

4.2.1. Calculation of Ihe 

 

To calculate horizontal extraterrestrial solar radiation Ihe 

for each hour two geographical parameters must be calculated: 

solar declination ‘dec’ and zenith angle z. 

 
-Solar declination ‘dec’ 

‘dec’ is defined as the angle between the Sun's rays and 

the Earth's equatorial plane, it depends on the day number dn 

via the day angle G defined by[38]: 

                     G = 2pi(dn − 1) 365⁄                                       (6)     
with pi=180° 

 

𝑑𝑒𝑐(𝑟𝑎𝑑)  
= 0.006918 − 0.399912𝑐𝑜𝑠𝐺 +     0.070257𝑠𝑖𝑛𝐺   
− 0.006758𝑐𝑜𝑠2𝐺 +   0.000907𝑠𝑖𝑛2𝐺
+ 0.002697𝑐𝑜𝑠3𝐺 +   0.00148𝑠𝑖𝑛3𝐺                   (7) 

 

-Zenith angle z: 

z represents the angle between the sun and a horizontal 

surface [39]; when it is low, the incident radiation is less 

absorbed and the solar radiation is maximal because its 

cosines is maximal and the optical path is minimal. Thus, it 

influences the quality and the quantity  of solar radiation; z 

is calculated at the middle of the considered hour by: 

 

𝑐𝑜𝑠𝐴𝑍 = sin(𝑑𝑒𝑐) sin(𝐿𝑎) + cos(𝑑𝑒𝑐) cos(𝐿𝑎) cos(𝑊)  (8) 
 

with ‘La’ the latitude and W the hour angle calculated from  

the true solar time ts by: 

 

                    𝑊(𝑑𝑒𝑔𝑟𝑒𝑒𝑠) = 15(12 − 𝑡𝑠)                                (9) 

 

To calculate the horizontal extraterrestrial solar radiation 

Ihe in Wh. m-2, we calculate first of all extraterrestrial solar 

radiation Ie in W.m-2and then we compute Ihe by integration of 

Ie on the time period. Ie is given by[39]: 

 

     𝐼𝑒 = 𝐼0𝐸0 𝑐𝑜𝑠𝐴𝑍                                                         (10) 

 

where I0 is the solar constant (I0=1367 Wm-2), E0,called 

eccentricity, is a dimensionless factor  that permits to take into 

account the variation of the earth-sun distance [39]: 

 

𝐸0    = 1.00110 + 0.034221cos𝐺 + 0.001280𝑠𝑖𝑛𝐺
+ 0.000719𝑐𝑜𝑠2𝐺 + 0.000077𝑠𝑖𝑛2𝐺                  (11)

4.2.2. Calculation of The sunshine hours N  



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
H. Loutfi et al., Vol.7, No.3, 2017 

 

1101 
 

The number of sunshine hours is a measured variable. It 

is strongly correlated with solar radiation so, as it is not 

available in our records, it will be computed from measured 

data. For a specific hour, the normal direct beam solar 

radiation Ib is calculated from the horizontal global (Ig) and 

diffuse(Id) solar radiation by Eq.(12): 

 

          𝐼𝑏 = (𝐼𝑔 − 𝐼𝑑) 𝑐𝑜𝑠⁄ 𝐴𝑧                                    (12) 

 

According to the World Meteorological Organization, If 
Ib is greater than 120W.m-2 then this hour is considered as a 

sunshine hour, summation of sunshine hours over all the day 

gives the value of N for this day. 

Thus, there are 31 (25-1=31) possible associations of five 

meteorological variables as input, to test  the network with all 

combinations was arduous. Hence, we only consider the ten 

most significant combinations of  variables to simplify the 

process. In Table 1. each  inputs combination is associated to 

the corresponding model number.  

5.   Results and Discussion 

5.1. Choice of the best model 

 In this section, ten structures of MLP and NARX models 

were created. The hidden neurons’ number was varied from 5 

to 35. For NARX models, The delay number 

 

Table 1. Best combinations of input parameters 

Model  Input 

parameters 

Model  Input parameters 

1 N-T-Hr-Ws- Ihe 6 T- Ihe 

2 N-T-Hr-Ws 7 T-Hr 

3 N-T-Hr- Ihe 8 N-Ws 

4 T-Hr-Ws- Ihe 9 N-T- Ihe 

5 N-T-Hr 10 Hr-T- Ihe 

was fixed at the value of two to reduce the number of solar 

radiation values needed as input to the model[62]. 

16090 records (about 80%) are used in training the 

proposed ANN models. Meanwhile, the remaining data 4365 

records (about 20% ) are used in the test process. The model 

development and training were done using MATLAB line 

code and MATLAB GUI’s ANN toolbox. It is also worth 

mentioning that every ANN models have been tested 

repeatedly (up to 10 times) in order to provide best 

performance of the model. 

 

Tables 2. and 3. present the best achieved results, in terms 

of nRMSE, nMBE and R2
,  for both MLP and NARX ANN 

models. For the network structure’s identification used is in 

the second column of Tables 2 and 3, the numbers indicate 

respectively the number of neurons in the input layer (number 

of inputs), the number of neurons in the hidden layer and the 

number of neurons in the output layer. 

 

 From Table 2., the minimum nRMSE=15.1%, is obtained 

for model 1 (5 inputs) while the worst configuration (model 8) 

has a nRMSE= 20.03%. Results for model 6 (nRMSE=16%) 

are satisfying with such small number of inputs(only one 

measured  input (temperature)). 

 

We notice that the increase of the number of inputs does 

not, necessarily, improve NARX’s performances: some 

NARX structures with a lower number of inputs are better than 

architectures with a higher number of inputs. Model 6, for 

example, with 2 inputs is better than model 2 with 4 inputs. 

So, adding new inputs may decrease the model performances.  

 

In Table 2., we remark that when configurations contain 

Ihe results are better; for example comparison  between models 

1 and 2 and between models 3 and 5 (Ihe is strongly correlated 

with solar radiation). 

 

 

 

 

 

Table 2. NARX models’ performances 

Model Network 

structure 

R2 nRMSE(%) nMBE(%) 

1 5-10-1 0.95 15.10 0.036 

2 4-10-1 0.91 19.47 -0.164 

3 4-12-1 0.95 15.23 0.066 

4 4-10-1 0.94 16.06 -0.126 

5 3-7-1 0.92 19.50 0.089 

6 2-12-1 0.94 16.17 -0.044 

7 2-10-1 0.91 19.76 -0.123 

8 2-20-1 0.92 20.03 0.389 

9 3-10-1 0.94 15.83 0.055 

10 3-15-1 0.95 16.15 -0.009 

 

Table 3. MLP models’ performances 

Model Network 

structure 

R2 nRMSE(%) nMBE(%) 

1 5-30-1 0.88 23.31 -0.189 

2 4-10-1 0.38 53.61 0.589 

3 4-15-1 0.88 23.80 0.174 

4 4-22-1 0.87 24.36 -0.014 

5 3-21-1 0.34 55.34 -0.567 

6 2-15-1 0.81 29.90 0.064 

7 2-15-1 0.32 56.11 -0.028 

8 2-22-1 0.23 59.81 0.246 

9 3-20-1 0.83 27.20 0.079 

10 3-15-1 0.87 24.73 -0.002 
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Table 3. shows also that model 1 surpasses all the 

developed MLP models with  an RMSE = 23.31%;  for the 

worst configuration nRMSE=59.81%. 

Remarks mentioned before for NARX models are also 

valid for MLP models. Concerning the comparison between 

the two types of ANN model; results from Tables 2. and 3  

show that NARX’s  performances are better than the MLP 

ones over the ten models. This result can be explained by the 

fact that: dynamic networks(NARX) are generally more 

powerful than static networks(MLP). Indeed, the embedded 

memory is particularly significant in recurrent NARX neural 

networks. So, they can be trained to learn sequential or time-

varying patterns(by creating a spatial representation of 

temporal pattern, putting time delays into the neurons or their 

connections, employing recurrent connections). Thus, in 

NARX network, the output depends not only on the current 

input to the network, but also on the previous inputs, outputs, 

or states of the network. That is why it can depict the complex 

dynamic and sequential patterns in solar time series. 

It is worth mentioning that MLP models fail completely 

with configurations without Ihe (R2<0.4) while NARX models 

give quite acceptable results(R2 > 0.90). 

So, if we can provide the two values of hourly solar 

radiation as input, NARX models give the best results. 

 

5.2. Hourly solar radiation prediction 

To make further analysis, for the rest of our study, we will 

use the best NARX’s model (model 1(5-10-1)) to generate a 

hole year of  horizontal hourly global solar radiation series. 

These predicted solar radiation data will be compared  to the 

remaining 4365 real data (1 year of solar day). As mentioned 

before, data used for the test was not used in training in order 

to check the ability of our model to predict future data and 

ensure its proper evaluation over unseen data. In Fig. 3, a 

regression plot illustrates correlation between the measured  

and the predicted hourly global solar radiation using this 

model. This figure indicates a good fit with a considerably 

high coefficient of correlation (R= 0.97) [63]. This high 

correlation value implies that the proposed model makes 

accurate predictions.  

In addition, Fig. 4a,4b, 4c and 4d show the predicted and 

the measured hourly global solar irradiation versus time, it 

represent also the error defined as measured value minus the 

 
Fig. 3. Regression plot of measured and predicted solar 

radiation using model 1(5-10-1) 

predicted one versus time. Each figure represents a season of 

the year. The four figures present  generated values for a whole 

year.  

From these figures, it can be noted that the proposed 

NARX model predicts the hourly solar radiation successfully. 

However, it seems that the prediction’s accuracy depends on 

the period of the year. Indeed, the quality of fit differs from a 

season to another and as it can be seen the error scatter is 

getting closer and closer to zero from winter to summer. 

 

 
           (a) 

 
         (b)                                                                                              

 
          (c) 

 
                                               (d) 

Fig. 4.  Measured and predicted solar radiation  (a) for          

Autumn (b) for Winter (c) for Spring (d) for Summer 
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For a deeper analysis, we zoom in zones of good and bad 

predictions. We notice that good fitting (Fig. 5a) occurs over 

days with important amount of solar radiation. Indeed, during 

summer nRMSE is about 12% for example.  Zones with bad 

fit (Fig. 5b) correspond to cloudy days, the prediction’s 

accuracy decrease due to unstable solar radiation levels. For 

days with weak insolation, the prediction’s accuracy is lower 

than on sunny days but still acceptable as most of the solar 

radiation prediction model’s accuracies degraded on cloudy 

days [64–66].  

5.3.    Impact of the size of training set 

 

 For the best use of our approach, either for long time 

prediction (generating of synthetic data) or for short term 

prediction (completing missing data in solar radiation  series 

for example), we will check if such a large data set (about 5 

years, 43824 records) is a must to develop such a model.  

It is all about utilizing available data to develop accurate 

model with excellent ability to predict future data. As a matter 

of fact, there are two important issues to be considered when 

deciding the size of a training data set for a solar radiation 

prediction model. These issues are the uncertainty nature of 

solar radiation and the day number nature of the year. Hence, 

is it possible to forecast  hourly solar radiation in July using a 

model which is trained over data for January for example ?. 

To  investigate  this issue, we have trained the proposed 

model using data sets with different periods of relatively small 

sizes.  

Fig. 6a, 6b, 7a, 7b and 8a, 8b  show results of this practice. 

The right  part of these figures shows the prediction’s 

performance of the model by comparing its outputs to the 

actual values while the left part illustrates the model’s errors 

histogram. 

 
                                              (a) 

 
                                       (b)                                                                                                  

Fig. 5(a) Zoom in of a zone of summer(b) Zoom in of a 

zone of winter 

For Fig. 6a and 6b, our model was trained over January’s 

data (310 records) and tested over data from July; it is clear 

from Fig. 6b that prediction is not accurate ( nRMSE=27%). 

Fig. 6a. shows that instances where the error is greater than 

30% exceed 60% probably. It means that training set was not 

sufficient so that the network  retains climate’s patterns. 

-In Fig. 7a and 7b, our model was trained over July’s 

data(433 records) and tested over data from January. We 

notice an enhancement in Fig. 7b comparing to Fig. 6b 

(nRMSE=18.5%) even if  we have a slight increase in the size 

of the learning set. In Fig. 7a., more than 90% of instances 

have an error less than 23%. This amelioration can be 

interpreted by the fact that over summer period, accuracy of 

models is very high (nRMSE=12% over summer). 

-Fig. 8a and 8b show results when the learning process is 

done with data from Jun to August  and test over data for 

September. Here also there is a significant improvement in the 

quality of fit in Fig. 8b. It is seen clearly in Fig. 8a that, as far 

as the training set increases the errors histogram is shifted 

towards the zero. This enhancement over the above examples 

is achieved as both the size and period of records for training 

were concerned.  

Finally, for more analysis, we have tested the capability 

to generate long series values   using our model with different 

learning sets: one year, two years and three years. Table 4. 

summarizes results through R2 and nRMSE for all the studied 

cases. It  shows that the model’s performance was further 

improved when 4356 records (1 year solar days) were used in 

the training; R2=0.93 prediction’s accuracy is then acceptable. 

It is clear that, as far as the model is trained using more data, 

the accuracy will be better. However, it seems that one year of 

records for training can be sufficient as the fact of adding two 

years of solar days reduces the nRMSE by only 1.22%  and 

increases R2 by 1%. In fact, such a model can be developed 

using a relatively small data set depending on what accuracy 

needed for the generated data. 

 

Table 4.  Impact of training data set’s size on model’s 

accuracy 

Period of 

training 

Period of 

prediction 

R2 nRMSE 

(%) 

310 

records(January) 

149 values ( July) 0.82 27 

433 

records(July) 

149 values 

(January) 

0.90 18.50 

1262 records 

(Jun-August) 

366 values 

( September) 

0.91 17.30 

4356 records  

(1 year) 

4356 values 

(1 year) 

0.93 16.32 

8715 records 

 (2 years) 

4356 values 

(1 year) 

0.94 16.23 

13085 records  

(3 years) 

4356 values 

(1 year) 

0.94 15.71 
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Fig. 6( a).Errors histogram (b)Accuracy of Prediction of 15 solar days of July with model trained over January 

 

Fig. 7(a)Errors histogram (b)Accuracy of Prediction of 15 solar days of January with model trained over July 

 
  

Fig. 8(a)Errors histogram (b)Accuracy of prediction of September with model trained over Jun to August 

 

5.4. Comparison with literature 

Comparing our results with other studies was not an easy 

task, because  most of the papers concern the estimation of 

monthly or daily average values of solar irradiations. Indeed, 

the accuracy obtained for monthly average values are not 

comparable with daily, hourly or shorter time scale data. In 

fact, due to the compensating effect of the sky anisotropy 

phenomena,  longer is the time step, better is the efficiency of 

estimation. 

Despite this,  we will  compare our results with at least 

two main studies. Indeed, Yang et al. [58] extended the most 

well-known correlation of Angstrom Prescott [68], that 

calculates monthly average values from only sunshine 

duration, to daily and hourly values of solar irradiation for 

sites in USA and Saudi Arabia. Concerning ANN models, 

even if daily solar irradiations seems to be the most estimated 

in literature; a recent study[62] considered hourly data but 

with a different approach. The RMSE obtained by our 

model(60Wh.m-2) is in the range of the one found by Yang et 

al. [67] for hourly data (between 49 and 79 Wh. m-2) this is on 

the one hand. On the other hand, our nRMSE=15.1% is 

comparable to those found in [62] for different ANN  

models(between 13.33% and 20.23%). Our model can be then 

considered as very correct.  

6.   Conclusion 

To overcome the lack of accurate long series of solar data, 

needed for solar systems optimal sizing and design, an 

approach to predict hourly global solar radiation from cheaper 

meteorological data was presented in this paper research.  Ten 

different associations of five meteorological variables were 

used to develop two types of ANN models. The model that 

gives best performances is a neural autoregressive with 

external inputs NARX with five inputs. It was used for 
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predicting hourly solar radiation from more available and 

cheaper meteorological data(T, Hr, N,Ws). The average 

prediction accuracy of the proposed model is about 15% with 

𝑅-square value of 0.95. Furthermore, different training sets 

were used, results showed that the proposed model needed a 

concrete prior training in order to show accurate prediction. It 

is also concluded that such a model can be developed, with 

relatively accepted prediction accuracy (nRMSE=17%), using 

only about three months’ data with an hourly step. Indeed, 

such accuracy could be sufficient for some applications. From 

a learning set of one year of hourly data , the proposed model 

can be satisfactory to estimate long sets of hourly global solar 

radiation. 

Finally, our model can provide synthetic solar radiation 

series to be used in optimal sizing and planning of solar energy 

systems.  

We look forward to apply this approach in further studies 

using data from other locations to develop a model that 

represents all Moroccan’s locations. 
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