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Abstract- This paper presents the modelling and control designs of Double-Fed Induction Generator (DFIG) integrated into a 

wind energy conversion system (WECS). The aim is to design and compare two distinct strategies of controlling independently 

the active and the reactive power generated by a DFIG, in order to conclude on their performances. In first place, a modelling of 

wind turbine and DFIG is presented. Then, the PI controller, the Backstepping approach and a maximum power point tracking 

(MPPT) strategy used to extract the maximum of power during the conversion are developed. Simulations results show 

significantly improved performances of the proposed backstepping approach over the Proportional-Integral controller, in terms 

of dynamic response, disturbance rejection, and robustness against parametric variations. The systems performances were tested 

and compared using Matlab/Simulink Software. 

Keywords Wind energy conversion system, DFIG, PI, Backstepping, Maximum power point tracking, MPPT. 

 

1. Introduction 

In addition to other renewable energy sources, the wind 

energy is proving to be one of the preferred choices to produce 

electricity. Unlike fossil fuels, wind energy is clean, pollution-

free from greenhouse gases emissions (CO2) and 

inexhaustible. However, it is not powerful enough to replace 

the existing sources, this fact have attracted a lot of interests 

on the methods of exploitation and development of the wind 

energy conversion systems (WECS).  

Over the years, several technologies have been proposed. 

In this paper, we focus on the grid connected, variable speed 

wind turbines equipped with double-fed induction generator 

(DFIG). Which is a wound rotor induction generator, where 

the stator windings are directly connected to the grid and the 

rotor winding are connected through back-to-back converter 

consists of two converters. i.e., rotor side and grid side 

converter, separated with a dc-link capacitor placed as energy 

storage, in order to keep the voltage variations small to the 

inverter [2,8]. DFIG is the most popular system among all 

WECS technologies, it due to its high-energy efficiency, less 

mechanical complexity, separately controllable active and 

reactive power, and a smaller power converter compared the 

same class of other generators (reduced losses and costs), 

about one third of the rated power for a variable speed 

generator operating at  30% of synchronous speed [14].  

Over the past few decades, the classical control strategies 

that are normally based on linear PI controller presents 

suitable performances in many control applications. However, 

these techniques suffer many limitations, such as machine 

parameters variations. Therefore, various studies and new 

strategies of control have been invading the electrical 

engineering laboratories, in attempt to achieve high 

performances. During the pasts few years, there has been a 

massive amount of activity on a new special control schemes 

known as "Backstepping algorithms". With these control 

approaches, the feedback control laws that can ensure at the 

same time a good tracking response and stability of the overall 

system can be easily constructed. In this paper, it has been 

shown that replacing the PI controller by a backstepping 

control algorithm can significantly improve the tracking 

response and give excellent performances. 
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The paper is organized as follows. Section II presents a 

description and a detailed aerodynamic modelling of the 

variable speed wind turbine, the mechanical transmission 

system and the DFIG. Section III deals with both PI and 

backstepping control design, and a Maximum power point 

tracking “MPPT” strategy using backstepping controller to 

extract the maximum power from the wind velocity. Section 

IV simulation results performed by means of Matlab/Simulink 

software are presented and discussed, and then we finish by a 

conclusion.  

2. Modelling of the Wind-Energy Conversion System  

The wind-energy conversion system consists of the wind 

turbine, gearbox and DFIG Fig.1. The turbine captures the 

kinetic energy of the wind and converts it to a torque that 

rotates the rotor blades. Thereafter, the DFIG converts the 

mechanical power into an electrical power. 

 

Fig. 1: Wind-energy conversion system 

2.1. Modelling of wind turbine 

The wind power that pass through a surface S is defined 

as follow ( is the density of air) [14]:  
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The aerodynamic power captured by the rotor is given by: 
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The power coefficient Cp represents the aerodynamic 

efficiency of the wind turbine. It depends on the blades 

orientation angle β and the tip speed ratio: 
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The expression of this power coefficient has been 

approached for this type of turbine, by the following equation 

[6]: 
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C1=0.5109; C2=116; C3=0.4; C4=5; C5=21; C6=0.0068.                      

Fig.2 shows the power coefficient Cp curves for multiple 

values of β. These curves are characterized by an optimum 

point which is the point corresponding to maximum power 

coefficient, e.g. for β=0 (Cpmax=0.48; opt=8.15). 

 
Fig. 2 :  Power coefficient Cp 

Expression of the aerodynamic torque is given by: 
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The gearbox is used as a connection, to adapt the speed 

of the turbine to that of the generator. The friction, elasticity 

and energy losses in the gearbox are neglected so: 

                           G.tméc  ; G.CC gt                        (6) 

The fundamental equation of dynamics can be written: 

                     mécemg
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2.2. Modelling of DFIG 

 The modelling of the DFIG is similar to the induction 

generator, the only difference is that the rotor windings are not 

short-circuited. The DFIG is represented in the park frame by 

the following equations [3, 15]: 
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V being the voltage (V), i is the current (A), s and r 

are angular speed of the rotating field referred respectively to 

the stator and the rotor (rad/s), Rs and Rr are respectively 

stator and rotor resistance (), sand r are the stator and the 

rotor flux. The electromagnetic torque can be expressed as a 

function of the stator flux and current: 

                       )ii(
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The stator active and reactive power are given by the 

following expression: 
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3. Control Strategies of DFIG 

Fig.3 shows that in order to ensure the highest energy 

conversion efficiency the DFIG must operates at a variable 

speed following the optimum power characteristics 

Pmax=f(opt) (with opt corresponding to Cpmax). Therefore, at 

a given wind speed, the turbine must have been exposed to a 

resistive mechanical torque Cem-ref, or in other words an active 

power Ps-ref delivered by the DFIG. 

 
Fig. 3: Optimum power characteristic of the wind turbine 

3.1. Reference choice for the two-phase DFIG model 

In order to achieve independent control of active and 

reactive power, a two-phase d-q rotating reference frame is 

chosen related to the stator field Fig.4 [3, 15]. Such as: 

                          sd = s     &    sq = 0                          (12) 

 

Fig. 4 : Orientation of Stator flux on d axis 

The electromagnetic torque equation is then: 
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The equations of the stator flux can be rewritten as follows: 
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For medium and high power generators used in wind 

turbine, the stator resistance Rs can be neglected [5, 10, 14].  

In addition, assuming a stable grid which provides a constant 

stator flux Фs, allows us to simplify the stator voltages 

expressions, thus: 
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The stator currents can be expressed in terms of rotor 

currents as follows: 
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Replacing stator currents expression in (9), rotor flux 

expressions can be rewritten as: 
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The expressions of rotor flux equation (19) is integrated 

to (9). As a result, we can establish the relations between rotor 

currents and voltages we obtain: 
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Finally, according to (13), (17) and (18): 
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From the above equations, we can develop a block diagram of 

the DFIG to regulate Fig.5, the DFIG model become 

approximately decomposed in two decoupled subsystems. 

 
Fig. 5 : Block diagram of DFIG to regulate 
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3.2. Proportional Integral (PI) controller design 

The PI controller is the most commonly used and the 

easiest to synthetize for DFIG control purposes, and in many 

industrial control schemes. This type of regulator is a 

combination of both proportional and integral action. It has the 

effect of improving simultaneously the steady and transient 

states. 

Working Assumption [5]: 

 According to the block diagram of DFIG Fig.5. 

Before proceeding with the regulator designs, a 

compensation block given by the following 

equations must be added after the PI controller: 
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In steady state, we can write: 
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 The influence of coupling terms between the two 

axes Fig. 5 is minimal which allows us to control 

each axis independently [9,8]. 

 The dynamic of the inverter is very quick compared 

the machine. In this case, the inverter model can be 

reduced to its static gain K=1 which reduces the 

system order. 

A typical structure of a PI control system is shown in 

Fig.6. The error signal e(t) is used to generate the proportional 

and integral actions, with the resulting signals weighted and 

summed to form the control signal u(t) applied to the plant 

model.  

 
Fig. 6 : A typical PI controller structure 

With:                  rsrs LpLRLA  ; MUB s    

The open loop transfer function is given by: 
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To eliminate the zero of the transfer function (the 

compensation method) we choose: 
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The open loop transfer function becomes:  
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The closed loop transfer function can be expressed as: 
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Finally, we get: 
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In this study, the time constant is set to 10ms, which 

corresponds to a fast enough value for a medium and high 

power energy conversion system [5]. 

3.3. Backstepping controller design 

The arrival of '' Backstepping '' provides a systematic 

technique to decompose a complex nonlinear control design 

problem into smaller and simpler subsystems, by the use of 

so-called “virtual control”. Backstepping technique was 

developed in the early 90 by Kanellakopoulos (1991) and 

inspired by the work of Feurer& Morse (1978) on one hand 

and Tsinias (1989) and Kokotović & Sussmann (1989) on the 

other. This method of control design is divided into various 

steps. In each step, we essentially deal with a simpler and 

easier single input single output design problem, and each step 

provides a reference for the next design step. The overall 

system’s stability and performance are achieved by a 

Lyapunov function. 

Fig. 7: Block Diagram of the proposed PI control design 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
M. Nadour et al., Vol.7, No.3, 2017 

1311 
 

In this section, we present a backstepping control approach 

applied to DFIG. The control scheme is designed in a way to 

keep the same general structure of the field oriented control. 

The synthesis of this control can be achieved in two steps. The 

DFIG model Fig.5 can be presented as differential equations 

of active and reactive power, and rotor currents in the park 

frame, as follows:  
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Moreover: 






























s2

rqsrdrrqrd

rqsrdrrd

s

ss

Qy

)IgIRV(
1

I

)IgIRV(
L

M
vQ

                           (30) 

With: )
L

M
L(L

s

2

rr   

 Step 1: Computation of the currents reference 

We select the first two subsystems from (30) and (31). The 

output of the first subsystem Ps must tend to Ps_ref and the 

output of the second subsystem Qs must tend to Qs_ref. We 

define (e1, e3) representing the errors variables: 
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Virtual control variables are Ird and Irq. The first Lyapunov 

functions are chosen such that: 
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Using the equation (32): 
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To guarantee a stable tracking the derivative of V1 and 

V2 must be negative (Lyapunov second theory). This allows 

the synthesis of rotor current references (virtual control 

variables), such as: 
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This allows finding the desired current control state, either: 
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Therefore, the control variables are asymptotically stable. 

 Step 2: Computation of the control voltages 

The currents determined previously, are the desired 

variable for this step. We define the errors e2 and e4: 
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Vrq and Vrd are now the real control signals. The new 

Lyapunov function are chosen as: 
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Using the equation (36) the derivative of functions (37): 
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In order to guarantee a stable tracking the control voltages Vrd 

and Vrq are deduced as follow: 
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Fig. 8: Block Diagram of the proposed Backstepping approach control design 
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The derivative of equation is given by: 

0ekekV 2
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2
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 ;  0ekekV 2
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This allows concluding that the system is globally 

asymptotically stable.k1, k2, k3and k4 are positive constants, 

the good choice of these parameters guarantee the stability, 

and a fast dynamic response.  

The block diagram of the proposed control scheme is 

illustrated in Fig.8. The PI controller is replaced by four 

blocks that represent the backstepping approach. The “Irq-c 

computation” and “Ird-c computation” blocks provides 

respectively the rotor currents references components Irq-ref, Ird-

ref (virtual control variables) via the active and the reactive 

power feedback controls From Eq. (35). Moreover, the 

voltages commands Vrq-c, Vrd-c are generated by the “Vrq-c 

Computation” and “Vrd-c Computation” blocks via the rotor 

currents feedback control of according to (39). 

3.4. Maximum power point tracking: 

Wind energy, even though abundant, varies continuously 

due to the fluctuating nature of the wind speed. The power 

captured by the turbine depends mainly on the power 

coefficient Cp, which is a function of the speed of the 

generator (or TSR ). Maintaining Cp at its maximum value 

allows the wind-energy conversion systems to produce all the 

power they are capable of.  

Several maximum power extraction algorithms exist in 

the literature. This paper, focus on the TSR control, using a 

backstepping controller, we regulate the rotational speed of 

the DFIG, in order to maintain the TSR to its optimum value 

(Cp-max) at which power extracted is maximum. This method 

requires the measurement or the estimation of both the wind 

speed and the turbine speed, and the turbine optimum TSR 

Fig.2 (corresponding to Cpmax) must be known. 

The angular rotation speed t-opt that corresponds to the 

optimum value of TSR (Cp−max) is given by: 

                             R
V1

maxCp
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And according to (6) we can write:  

                     G.opttrefméc                                 (41) 

All recent models of digital MPPT controllers available 

are microprocessors controllers. In this work, we used a 

backstepping algorithm to develop the control law allowing 

the system to follow the desired trajectory. We have: 
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 Step 1: Computation of the control variable 

We define e that represents the error variable: 
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We select the quadratic Lyapunov function: 
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The derivative of (44) is given by: 
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By setting (42) in (45) we obtain: 
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 In order to guarantee a stable tracking Cem is chosen such 

that: 
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k is a positive constant, finaly we get : 
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We have 0keV 2
1 



. Therefore, according to 

Lyapunov the system is globally asymptotically stable. 

 
Fig. 9: Maximum power point tracking using backstepping 

4. Simulations Results 

In this section, we will test and compare the performance 

of the different controllers presented in the previous section. 

We have made three simulations for each, to conclude on the 

convergence properties and stability of the overall closed loop 

system, disturbance rejection and robustness. 

The proposed DFIG control has been simulated using 

Matlab/Simulink. DFIG parameters are those in appendix. In 

order to satisfy the convergence and stability conditions, the 

adjustment parameters of  our backstepping approach are 

chosen as follows: k1= 80000, k2=5000, k3=90000 and 

k4=6000 to satisfy convergence condition. 

4.1. Dynamic performances 

The modelling of the wind profile requires climatic and 

geographical data of the concerned site, as well as the period 

of the year concerned by the study. Therefore, several 

researches have been carried out. In this work, the wind profile 

is modelled in deterministic form by a sum of several 

harmonics, around an average speed Fig.10: 

                


i

1k
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Where A is the mean value of wind speed, 𝑎𝑘 and 𝑏𝑘. 𝑤𝑣 are 

respectively the amplitude and the pulsation of the harmonic 

of order k. 

 

Fig. 10: Wind speed (m/s) 

The wind conversion system model includes: wind 

turbine, Double-fed induction generator (DFIG), two power 

converters (the rotor side converter and the grid side 

converter) controlled by the space vector PWM, used to 

connect the rotor of DFIG to the grid Fig.1. 

The blades orientation angle is fixed β=2°, a 

characteristics resulting from a real measurements on a real 

wind turbines show the this value is valid for power variation 

ranging from 0 to approximately 1.5Mw (rated power) [14]. 

Beyond this limit, this angle must be controlled in order to 

maintain the power generated by the DFIG constant. 

The maximum power point tracking “MPPT” technique 

described in section 3, has as shown in Fig.11  kept the power 

coefficient Cp at its maximum value which corresponds for 

β=2° to Cp-max=0.437. 

 
Fig. 11: Power coefficient β=2° Cp-max=0.44; opt= 10.2 

The active power Ps-ref is a function of the wind speed, 

based on the open loop MPPT test. The reactive power Qs-ref 

is maintained at zero to keep a unitary power factor [8]. 

Simulation results of the overall model of wind-energy 

conversion system are presented in Fig.12 and Fig.3. By these 

figures, we illustrate the active and reactive power variations.  

In brief, for the first simulation, we can observe that with 

both backstepping and PI controller, the output of our systems 

converges perfectly to their reference values of the active and 

reactive power (Ps-ref, Qs-ref) coming from the control in 

MPPT operation conditions of the wind turbine, all tracking 

errors converge to zero asymptotically. The wind captured 

active power has the same shape as the wind profile applied 

(it is considered negative because it is a generated power) 

However, the obtained results shows the superiority of the 

backstepping approach in terms of the response time 

(TPI=0.8sec, TBS=0.005sec). On the other hand, in the context 

of this test, the performance of these regulators can be 

considered equivalent. 

 
Fig. 12 :Active Power

 
Fig. 13: Reactive Power 

4.2. Disturbance rejection 

A good disturbance rejection is characterized by a quick 

return of the error to zero. Therefore, in this case, we use a 

high fluctuations wind speed profile to observe the capability 

of our controllers to act against this kind of disturbance. 

The differences between PI regulator and the proposed 

backstepping approach appears clearly in this simulation 

Fig.14 and Fig.15. Unlike the backstepping the PI regulators 

are very sensitive to the perturbation that we creates, we can 

remark a significant deviation from the reference values 

especially in reactive power control figure Fig.15. Now that, 
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the synthesis of this type of controllers is based on transfer 

functions without expecting any disturbance. On the other 

hand, backstepping controller shows excellent rejection of 

disturbance and a satisfactory tracking performance 

respectively of active and reactive power. 

 
Fig. 14: Active Power 

 
Fig. 15: Reactive Power 

4.3. Robustness 

In the previous tests, both PI and backstepping regulators 

were synthesized assuming that the machine parameters are 

fixed. In fact, several physical phenomena cause variations of 

these parameters e.g. (a rise in temperature increases the 

resistance values, inductors saturation…). Moreover, the 

identification of these parameters is exposed to inaccuracies 

due to the methodology adopted and the measuring devices. 

Hence, it is particularly interesting to compare both systems 

performances against such a phenomena. 

To demonstrate the performance of each regulator against 

the model uncertainties that affect stability of the closed-loop 

systems. This test consists of varying the model parameters 

used in the DFIG: 

       Rr’= 2Rr ; Ls’=1.2Ls ; Lr’=1.2Lr; 

Fig. 16 and Fig.17 shows that the influence of parameter 

variations is higher with the PI controller than with 

backstepping controller. The response time of the PI controller 

has been significantly increased. Whereas the backstepping 

control scheme provide a good behaviour in the case of a large 

parametric variation. 

 
Fig. 16: Active Power 

 
Fig. 17: Reactive Power 

5. Conclusion 

This work has been devoted to the modelling and control 

design of DFIG integrated into a wind energy conversion 

system operating at variable speed. In the first phase, we 

present the modelling of the wind turbine and the DFIG based 

on physical equations.  Next, we introduced the field oriented 

control scheme of DFIG, in order to ensure a flexible and 

independent control of its active and reactive power 

exchanged (collected and injected) between the stator and the 

grid. Then, a MPPT technique is presented using a 

backstepping algorithm to control the mechanical speed, so 

that the power coefficient Cp can be kept at its maximum 

value. Thus, the maximum wind power is extracted. In the 

second phase, we have designed and compared two control 

strategies applied to DFIG. First, a PI regulator is developed. 

Secondly, a backstepping control scheme is proposed.  
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The open loop MPPT block diagram provide the active power 

reference for our control schemes, while the reactive power is 

maintained equal to zero, so that we keep a unitary power 

factor for the grid [8]. The simulation results allows us to show 

the proposed algorithms capabilities to react, in terms of 

tracking performances, disturbance rejection, and robustness 

against parametric variations. We have made three 

simulations for each control scheme. All in all, from a 

conceptual point of view, we noticed that the proposed 

backstepping approach provides more meaningful results 

compared to the PI control. Therefore, this strategy is offers a 

good candidate for controlling DFIG integrated into a wind 

energy conversion system interconnected to the grid.  

Appendix 

TABLE 1 

Wind Turbine data 

Blade radius R=35 

Power Coefficient Cp max=0.44 

Optimal relative wind speed λ max=10.2 

Mechanical speed multiplier G=60 

Moment of inertia J=0.41 

Damping coefficient F=0.017 

Density of air d=1.2 

 

TABLE 2 

Double Fed Induction Generator data 

Rated Power 1.5MW 

Rated stator voltage vs=690V 

Nominal frequency fs=50Hz 

Number of pole pair P=2 

Rotor Resistance Rr=0.021 

Stator Resistance Rs=0.012 

Rotor Inductance Lr=0.01367 

Stator Inductance Ls=0.0137 

Mutual Inductance M=0.0135 
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