
INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
K. Morimoto et al. ,Vol. 7, No. 3, 2017 

 

 

Diversity Diagnostic for new FPGA Based 

Controller of Renewable Energy Power Plant 
 

Kenichi Morimoto*‡, Yuichiro Shibata*, Yudai Shirakura*, Hidenori Maruta*, Masaharu Tanaka*, 

Fujio Kurokawa** 

 

*Nagasaki University, 1-14, Bunkyo-machi, Nagasaki, 852-8521 Japan 

(bb52215205@ms.nagasaki-u.ac.jp) 

**Nagasaki Institute of Applied Science, 536, Aba-machi, Nagasaki, 851-0193 Japan 

(kurokawa_fujio@nias.ac.jp) 

‡ Corresponding Author; Kenichi Morimoto 1-14, Bunkyo-machi, Nagasaki, 852-8521 Japan 

bb52215205@ms.nagasaki-u.ac.jp 

 

Received: August.28.2017 Accepted: September.1.2017 

 

Abstract- The renewable energy plants tend to require the performance improvement and the scale extension continuously, and 

also tend to be installed in inconvenient locations for maintenance. Under these background, the control systems of them require 

high reliability and maintenance-free. In recent years, from the view point of heat generation and system inheritability, the 

construction of the control system with FPGA (Field Programmable Gate Array) is focused. To design the control system, 

redundancy with diversity is expected to be the key function to improve reliability and safety of the control, under the 

consideration of reduction of development cost and production cost. This paper proposes a methodology to generate diverse 

FPGA circuitries by the Technology-Mapping without both algorism diversity and code diversity. The diversity of the redundant 

control system is realized by different circuit structures in FPGA with the Technology Mapping and prove-in-use tools. From 

the simulation of real FPGA implementation setting, it is clarified that the diverse pair of FPGA circuitries improves the error 

detection rate and the common cause failure fraction. Moreover, it is also clarified that the proposed methodology provides the 

improvement of MTBF and Safety Integrity level (SIL) of control systems. Therefore, it is revealed that the proposed 

methodology realizes the new FPGA controller which is suitable for the redundant control system in renewable energy plants. 

Keywords FPGA; Diversity; Reliability; Redundancy; Technology Mapping; Functional Safety. 

 

1. Introduction 

In order to increase the proportion of renewable energy of 

total power production, it is necessary to increase the number 

of such renewable power plants on inconvenient locations. 

The off-shore wind turbine is a good example of renewable 

energy power technology which is installed far away from the 

urban area [1]. In such remote locations, the control systems 

of renewable energy plants shall be free from frequent and 

regular maintenance because of the lower accessibility for 

engineers. 

Another aspect is that the renewable energy control 

systems are getting to require more computation burden for 

arithmetic processing of control [2][3][4]. The recent 

operation clock frequency per CPU core is limited up to 2 GHz, 

and the achievement of higher performance needs to be 

realized by the multi-core system. Therefore, high-speed 

multi-core CPUs [5][6] are selected for renewable energy-

control systems, instead of simple PLC [7][8]. In order to 

apply multi-core CPUs in the real time control, complicated 

middle ware, such as real-time OS, and virtualizing 

technology for the core are required [9][10]. They also cause 

the further requirement of higher computation performance. In 

addition to the problem of computation performance, CPUs 

generate huge heat when it becomes high performance. It is 

clear that the system multiplexing amplifies the heat problem. 

To address the problem of heat, a regular maintenance of 

cooling devices is required, however, it prevents entire system 

to be free from maintenance.  

It is possible to resolve the above problems of CPU by 

applying FPGA to the control system. FPGA has specific 

features such as parallel processing, scalable product selection 
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and so forth, which CPU cannot provide. Moreover, the recent 

development of FPGA can realize the capability to use it in 

the real using situation. For example, the recent FPGA realizes 

reduction of heat generation as it is advancing year by year 

and its processing capacity is getting improved dramatically. 

In addition to the above, the architecture of FPGA is simple 

and it does not require complicated middle-wares. FPGA 

logics are easily inherited over generations of devices. These 

characteristics provide huge advantages to the control systems 

of long-term operated infrastructures. Hence, control systems 

configured by FPGA draw considerable attentions [11]-[21]. 

It is highly provable on renewable energy control systems that 

the random hardware failures will occur by exposure of 

stresses from environment, such as noises, temperature and 

voltage variances of power source. 

Figure 1 shows system failures classified by causes. From 

IEC 61508 Functional Safety [22], the standards of system 

reliability evaluation for industrial process control and failures 

causing unreliability are categorized into two factors as shown 

in Fig. 1. One is a random failure, mainly occur physically in 

hardware and its elements. Noise influences and softerrors 

also cause this random failure, as well as degradation of 

elements [25]. The other is a systematic failure, mainly occur 

from design faulty or programming errors (e.g. coding errors). 

In the industrial process controls, high reliable, redundant and 

fault tolerant systems are required for a long term operation 

[23]-[26]. FPGA parallel processing mechanism is expected 

to amplify the efficiency of system diversity as well as it 

improves the system reliability effectively [27]. 

 

The failure in shared elements is defined as a common 

cause failure [22]. When the reliability is focused, redundant 

systems need to consider commonly caused failures in sub-

systems. Since the common cause failures occur in redundant 

sub-systems simultaneously and they cause the entire system 

failure. For example, when a common grand wire is shared by 

sub-systems, noise from the common grand wire disables all 

sub-systems. The Common cause failures are generated from 

both random hardware failures and systematic failures shown 

in Fig. 1. Since the systematic failures can be reduced by the 

effort to improve the quality of implementation of sub-

systems, however, it is impossible to avoid the random 

hardware failures by the effort in the implementation. 

Therefore, the mainly focused problem is the random 

hardware failure in this paper. 

Renewable energy control systems which are exposed to 

phenomenal stresses, contain huge risks of common cause 

failures from random hardware failures. Diversification 

techniques can reduce the common cause failures and improve 

reliability of systems [28][29]. Diversification techniques can 

be realized by three different approaches which are algorithm, 

code, and hardware diversification[30]. These approaches 

increase development and production costs, and prevent the 

implementation of diversification approaches in renewable 

energy systems. Therefore, another approach is required for 

the diversification.  

This paper proposes a new methodology which realizes 

diversification of FPGA circuitry based on Technology 

Mapping of FPGA. The proposed methodology generates 

FPGA controllers with diverse circuitry and provides the 

diversification of FPGA circuitry without the diverse 

techniques of algorisms or codes. The proposed method can 

make diversity in the appearance of the random hardware 

errors. Therefore, common cause failures of redundant 

circuitries are able to be reduced. As a result, this approach 

realizes the new FPGA controller as an alternative to CPU 

based one. Since this methodology uses the "proven-in-use" 

analysis software tool which is used in the world, it is the best 

suited methodology to the industrial control system; e.g. the 

renewable energy plant control system.  

This paper is organized as follows; Section 2 explains 

requirements of diversification brought from MTBF and 

common cause failures of redundant systems. Section 3 

explains actual method in realization of diversifications. In 

Section 4, the proposed method evaluated and effects of it to 

MTBF is discussed. Section 5 gives conclusion and further 

studies. 

2. MTBF and Common Cause Failures 

2.1. Common Cause Failures 

Generally, the control system for the power plant is 

realized as a repairable and redundant system. Therefore, it 

can be mathematically described as Markov Model. Figure 2 

shows the reliability model of redundant systems which 

considers the common cause failures. Sub-systems are 

redundant and its failure models are in parallel.  

Common cause failures and the failure models are in 

series since one of the common cause failures leads to the 

entire system failures. In Fig. 2, 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 is defined as a sub-

system failure rate and β factor is a common cause failure 

fraction between sub-system controller A and sub-system 

controller B. As shown in Fig. 2, the reliability improvement 

by diversification requires β factor common cause failures rate 

factor to be minimized. 

2.2. Markov Model and MTBF of Redundant System without 

Common Cause Failures 

Mean Time Between Failure (MTBF) is the average 

interval between systems fall into failure. Improvement of 

availability of renewable energy control systems, and making 

the maintenance interval longer, equally mean improvement 

of its MTBF. Figure 3 shows the Markov Model of reparable 

redundant systems shown in Fig. 2. The common cause failure 

Fig.1. Classification of Failures. 

FAILURE

RANDOM HARDWARE FAILURE

e.g. 

Soft Error, Device Drift, 

Electrical Magnetic Immunity

Mainly caused from environment

SYSTEMATIC FAILURE

e.g. 

Specification Mistake, Code Mistake,

Indication Mistake

Mainly caused from design error
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is not considered in this model. This Markov Model provides 

the following MTBF (see Appendix in detail). 

MTBF = 
1

2×𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
2    (1) 

where 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 is the failure rate of a sub-system (1/hr). 

𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 takes a small value such as 10-4 in sub-systems of 

general industrial controllers[22]. From Eq. (1), MTBF of this 

model becomes very long about 108 hours (10,000 years) 

when 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 is 10-4. 

 

 

2.3. Markov Model and MTBF of Redundant System with 

Common Cause Failures 

MTBF shown in Eq. (1) does not consider the common 

cause failure, however, the common cause failure is very 

important for the reliability of the control system as mentioned 

before. Following issues are considered as common cause 

failures of redundant systems; common clock drift, quality 

degradation of supply power (lower voltage), quality 

degradation of element material (chemically degrading). The 

FPGA arithmetic is performed by signal transmission in the 

internal circuitry. For example, the calculation circuitry of 32 

bit values is realized the synchronization of signal 

transmissions of 32 signal wirings. Disorder of signal 

waveform disturbs synchronization and transmission fail and 

error occur in the processing. Renewable energy systems are 

used in the harsh environment, for example electromagnetic 

radiation of lightning affects power source voltages 

fluctuation in FPGA [31]. Therefore, various timing margins 

are required in the internal circuitry. When the margins are 

enough, the disturbance could not affect the calculation result. 

On the contrary, when the margins are not enough, they may 

cause calculation errors. 

When it is assumed that the FPGA circuitries have same 

characteristics, e.g. timing margin and wiring routes, they 

involve same errors caused from common environmental 

stresses. Therefore, the redundant systems cannot detect errors 

since common cause failures result same calculation outputs. 

On the contrary, when FPGA circuitries are different 

structures, it is expected the calculation results affected from 

the common cause failures are different each other under the 

same environmental stresses. Therefore, it is necessary to 

design the redundant control system with different FPFA 

circuitries under the consideration of common cause failure. It 

is also required to define the MTBF of redundant system 

which considers common cause failures. 

Figure 4 shows a Markov model of self-repairing 

redundant system with common cause failure.  

In Fig. 4, 𝛽  factor is the common cause failure fraction 
(1 < 𝛽 < 0)  of sub-systems. This Markov Model provides 

the following MTBF definition (see Appendix in detail); 

MTBF =
1

𝛽×𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
    (2) 

where 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 is the failure rate of a sub-system (1/hr). 

Fig.2. Reliability Model of Redundant System. 

Sub System

Controller –A

Sub System

Controller -B

Diagnostic 1oo2

ACTUATOR

e.g. Valve, Fan, 

Pump

SENSOR

e.g. Pressure

Transmitter,

Thermocouple

REDUNDANT CONTROL SYSTEM

RELIABILITY MODEL OF REDUNDANT CONTROL SYSTEM

λsub_sys : Failure rate of subsystem

 : Common cause failure rate factor

Failure Rate of Sub System

Controller –A

= (1 𝛽)× 𝜆sub_sys

Failure Rate of Sub System

Controller –B

= (1 𝛽)× 𝜆sub_sys

Common Cause

Failure Rate

= 𝛽 × 𝜆sub_sys

Fig.3. Markov model of duplex system 

without common cause failure. 

 

 𝜆𝑠𝑢𝑏 _𝑠𝑦𝑠  : The failure rate of a sub-system (1/hr) 

𝜇𝑠𝑢𝑏 _𝑠𝑦𝑠  : Repairer Rate of sub-system (1/hr) 

𝑃0(𝑡): Probability of both sub-system is in normal 

𝑃1(𝑡): Probability of 1 sub-system is in fail 

𝑃2(𝑡): Probability of both sub-system are in fail 

Fig.4. Markov model of duplex system  

with common cause failure. 

 

 𝜆𝑠𝑢𝑏 _𝑠𝑦𝑠  : The failure rate of a sub-system (1/hr) 

𝜇𝑠𝑢𝑏 _𝑠𝑦𝑠  : Repairer Rate of sub-system (1/hr) 

𝛽: Common cause failure fraction (1 < 𝛽 < 0) 

𝑃0(𝑡): Probability of both sub-system is in normal 

𝑃1(𝑡): Probability of 1 sub-system fail 

𝑃2(𝑡): Probability of both sub-system fail 
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Functional Safety Standard IEC-61508 specifies 𝛽 in the 

part-6-Annex D [22]. The values of 𝛽  ranges from 0.005 

(0.5%) to 0.05(5%) in general. When 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 of sub-systems 

in infrastructures is within 10-4 and 𝛽 is 0.01, MTBF of one 

redundant system with common cause failures remains within 

106 hours (about 100 years). In general, the renewable energy 

plant like a wind turbine consists of from 10 to 100 redundant 

controller systems. For example, when the energy plant 

system consists of 20 controllers, the MTBF of the whole plant 

becomes about 104 hours (about 5 years). This MTBF is 

insufficient for renewable energy plants which are installed in 

inconvenient places to maintain. In order to design reliable 

control systems by redundant FPGAs, the 𝛽 value needs to be 

reduced. 

To reduce the 𝛽  value and realize the diversity of 

redundant system, one possible way is to combine the different 

FPGA circuitries. This combination of sub-systems with 

different-circuitry-FPGAs is named as diversity pair in this 

paper. In the following, the reliable control system by the 

diversity pair is discussed and evaluated. 

3. Realization of Diversity 

In general FPGA circuit design, first, HDL description is 

synthesized and translated in to logical netlist. Then, the 

FPGA configuration data is generated from the netlist by 

allocating physical gates resources for FPGA circuitries. The 

second design step is technology mapping. To realize the 

diversity of FPGA circuitry from common algorithms and 

common codes, the technology mapping is focused. FPGA 

compilers produce a huge number of circuit patterns, and 

select an optimal one by evaluating various parameters, such 

as wiring lengths and circuit performance. Many different 

implementation patterns are available as diversity, for one 

logic circuitry. The combination of the various 

implementation leads to huge diversity. This is advantageous 

in configuring redundant systems. Resource allocation in 

FPGA design can be controlled with compiler software. 

Figure 5 shows that different FPGA configuration data can be 

generated from the same HDL description by taking different 

resource allocation. 

 

DSP is one of FPGA internal resources. It is special logic 

block for arithmetic, such as multiplication. BRAM is also 

internal resource of FPGA, functioning as memories. LUT, a 

resource of FPGA, is small memory usually used for 

configuring combinational circuit. LUT can also be utilized as 

small memory. Functionality of DPS and BRAM can be 

realized only with LUTs. For example, in Xilinx ISE FPGA 

design tool, resource allocation can be designated by 

directives. The following description is an example.  

(*use_dsp48 = “no”*) 

With this description, any DSP resources are not allocated, 

and only LUTs run calculations in the circuitries. This sort of 

resource allocation restriction in FPGA creates diversity, 

without changing HDL source code. Table 1 shows results of 

technology mapping of a multiplier on a Xilinx Kintex 7 

FPGA. The results show that different implementation of the 

multiplier with different resource utilization were generated 

from the same HDL code. 

 

Since FPGA circuitries generated in this way have 

different characteristics of resource usage, wiring patterns of 

them are also different. Thus, common cause failures are 

overcome by this diverse design methodology. We call this 

methodology as Diversity Technology Mapping (DTM). 

Another advantage of DTM is based on “Proven-In-Use”, 

verified with sufficient records of utilization. It is very 

important concept for practical renewable energy plants [32]. 

4. Experiment and Evaluation 

4.1. Simulation of Common Cause Failures 

We explain a method of environmental stresses 

simulations and evaluate effect of DTM. To simulate common 

cause failure, we focus critical paths in FPGA. The critical 

path means the wiring path which has the smallest timing 

margin. It is considered that power supply drop results 

degradation of signal waveform in FPGA, reduces signal 

transmission efficiency, and causes delay of signal 

transmissions. The transmission delay suppresses circuit 

operational timing. The circuitries cannot complete signal 

transmissions within setting time windows for taking actions, 

resulting in a timing error. Effects of physical degradation and 

 

Fig.5. Image of DTM. 

Table 1. Comparison of Physical Parameters of DTM. 
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electric field on FPGA also affect the signal transmission 

timing and cause timing errors. Overclocking can emulate 

those timing errors by changing the clock frequency of the 

circuit. 

4.2. Test Environment 

The target device for the evaluation is FPGA device, 

XC7K325-2 of Xilinx (kintex-7). Development software tool 

is Xilinx ISE 14.7. The four test cases shown Table 2 are 

evaluated, changing the clock frequency as shown in Table 2. 

Timing simulation is performed with random number inputs 

by 10,000 times for each clock frequency.  Then, error rates 

and effect of DTM are evaluated. 

4.3. Test Cases and Results 

Simulation results are evaluated in terms of the following 

characteristics; 

a) Error rate 

b) Error detection rate  

c) Error detection capability 

Error rate is defined as a ratio of the error result to the correct 

one in 10000 trials. Error detection rate is defined as a ratio of 

the number when the diversity pair has different results to the 

number when one system of the diversity pair has an error 

result in 10000 trials. 

Each test case is compared by the perspectives of the 

above characteristics as shown in Table 2. The FPGA clock 

frequency of each test case is executed from 120 MHz to 298 

MHz. The data of following figures is focused on 

characteristic range for each test result because of the clarity 

as table 2. 

 

Figures 6 through 9 show graph summaries of test results 

evaluated by the error rate. Error rates of circuitries with DSP 

or BRAM sharply rises at certain specific frequencies, and 

error rates for LUT based circuitries gradually rises along with 

clock frequency. These results are explained as following: 

when specified function blocks consist of DSP and BRAM, 

their signal propagation delays do not depend on input data 

values very much. On the other hand, the critical path of LUT-

based circuits changes depending on input values. The 

difference of error curves reflects these mechanisms in FPGA 

circuits. 

 

 

 

 

Figures 10 through 13 show the graph summaries of test 

results evaluated by the error detection rate. For DSP-only 

designs and BRAM-only designs, the error detection rate is 

zero for many frequency setups, since the pair produces the 

completely same error output values. This means that the 

redundant design does not contribute to the error detection. 

Table 2. Test Case 

 *PLI : Piece-wide Liner Interpolation 

**MAC: Multiply and Accumulate 

Fig.6. Error Rate of Test Case No. 1. 
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For LUT-only designs, better error detection rates are 

achieved since they have different propagation delays 

depending on input data values. For DTM designs, much 

better error detection rates are achieved compared to other 

approaches, due to the diversity by the technology mapping. 

From Fig. 10, it is seen that the result of DSP/DSP pair is 

almost same in case of the simple calculation which uses a few 

DSP resource. From Fig. 11, the error detection rate of 

BRAM/BRAM pair is constant 0 % to 234 MHz because that 

there is no error in the range.  

 

 

 

 

Only in 236 MHz, the discrepancies appear. But there is no 

discrepancy over 238 MHz. This causes from the 

characteristic of the RAM unit. From Fig. 12 and13, it is seen 

that the result of DSP/DSP pair has some discrepancies in case 

of the complex calculation which use several DSP resources. 

It is considered that this effect causes from the diversity effect 

of the wiring paths among the DSP units. 

Figures 14 through 17 show graph summaries of test 

results evaluated by the error detection capability. 

 

Fig.10. Error Detection Rate of Test Case No.1. 
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0

20

40

60

80

100

120 160 200 240 280E
rr

o
r 

d
e
te

c
ti

o
n

 r
a

te
 (

%
)

f : System Clock of FPGA (MHz)

DSP/DSP

LUT/LUT

DSP/LUT

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

160 210 260

P
(f

)
: 

E
rr

or
 D

et
ec

ti
on

 P
ro

b
ab

ili
ty

f : System Clock of FPGA (MHz)

DSP/DSP

LUT/LUT

DSP/LUT
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In these figures, the error detection capability 𝑃(𝑓) is defined 

as Eq. (3); 

𝑃(𝑓) = 
∑ 𝑬(𝒊,𝒇)𝟏𝟎𝟒
𝒊=𝟏

𝟑𝟐×𝐍(𝐟)
    (3) 

where 𝑓  is the clock frequency, 𝐸(𝑖,𝑓) is the number of 

inconsistent bits in the 𝑖-th time test at frequency 𝑓, and 𝑁(𝑓) 

is the number of errors occurred at frequency 𝑓 . The 

probability means the number which is normalized by the 

length of data, that is 32 bits. 𝑃(𝑓)= 0 means both 32-bit values 

are the completely same, and 𝑃(𝑓)= 1 means every bit is 

different. 𝑃(𝑓) can be considered as an index of detection 

capability of errors at frequency 𝑓. 𝑃(𝑓)= 0 indicates that the 

errors cannot be detected even though they occur. Therefore, 

𝑃(𝑓) can also be considered as the error detection probability. 

From Fig. 14 through 17, it is seen that the error detection 

probability of the diverse pair is higher than that of LUT/LUT 

pair, although the error detection rates of LUT/LUT pair are 

as same as the diverse pair. The different of the error detection 

probability between the diverse pair and the non-diverse pair 

is not so large. In following section, it is discussed that how 

the difference of the error detection probability of single 

function effects to the total control logic calculation. 

4.4. Relation beta factor and DTM 

The influence of diversity of functions to the entire control 

system is discussed based on the relation between the β factor 

and the proposed DTM. The control process can be described 

in the combination of the functions. One of the major 

description style is FBD (Function Block Diagram) language 

[7][33]. This paper focuses on control systems described by 

the FBD language. It is noted that the discussion here can hold 

other model based development languages such as MATLAB. 

Figure 18 shows an example of the relation between the 

function block diagram and DTM. In this figure, it also shows 

the relation between the error detection probability and the 

miss-detection probability in the entire system. 

When the control logic process consists of n function 

blocks, 𝑃𝑘  means the error detection probability of the 

function block whose the calculation order number in the logic 

control process is 𝑘 . 𝑃𝑘  can be considered as the average 

probability of 𝑃(𝑓) of the k-th function block in the previous 

section. Thus, (1  𝑃𝑘) is the probability of the undetected 

probability when the result is identical although either 

controller has errors.  ∏ (1  𝑃𝑘)
𝑛
𝑘=1   means the probability 

that all calculation results of the function blocks between the 

redundant pair has no discrepancy in the entire process when 

the system contains some error. This probability can be 

considered as the equivalent value to β factor from Sec. 2.2.  

β =  ∏ (1  𝑃𝑘)
𝑛
𝑘=1     (4) 

𝑃𝑘  is different every kind of function blocks. In this 

discussion, it is supposed that variances of 𝑃𝑘s are close each 

other. 𝑃̅ is defined as follows, 

𝑃̅ =  
1

𝑛
∑ 𝑃𝑘
𝑛
𝑘=1 .     (5) 

 

Then β factor is considered as follows, 

β ≈  (1  𝑃̅)𝑛    (6) 

Theoretically β  includes the error probability of the 

comparison circuit. Since the system has n comparison circuits, 

the probability that all comparison circuit makes error at same 

time is so small that it may be negligible. 

Figure 19 shows the diversity effect to β  and n. 

Comparison data is from the Table2, test case 1; Function is 

“Multiple”, Pairs are “DSP/LUT(Red)” and 

“LUT/LUT(Green)”. The sample data is chosen from 210 

MHz to 258 MHz, and 𝑃̅  is the average error detection 

probability 𝑃(𝑓) of the sampling data. Since the difference of 

the error detection rate P̅ between “LUT-LUT” and “DSP-

LUT” is small, β factors are not so different each other when 

n is small, e.g. n=1, or n=5. Since β factors of “DSP-LUT” 

considerably decreases with increasing n, e.g. n=10, or n=20, 

The difference of β factors between “LUT-LUT” and “DSP-

LUT” becomes large. The difference of β is more than 100 

times larger, when n = 20. 

AI
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AI
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DI
003

DI
004

PI
007

FX
008

AO
009

Function

Block

Diagram

DLT
005

AND

006

FB : Function Block 

The calculation 

results of FB are 

transferred to the 

next calculation 

order of FB. 
  

FPGA based Duplexed 

Controller with DTM 

Probability of miss-detection in entire logic 

process = ∏ (1  𝑃𝑘)
𝑛
1  

Error Detection Probability = 𝑃𝑘 
Miss-detection Probability= 1-𝑃𝑘 

Fig.18. FBD based controller and DTM. 
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Figure 20 shows the diversity effect against MTBF with 

β factors and the sub-system failure rate 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 . MTBF =
1

𝛽×𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
 from Eq. (2). And a year is used as the unit of MTBF. 

The sample test case is same as above. The failure rate of the 

sub-system is applied in case of 10-4/hr,10-5/hr and 10-6/hr. In 

spite of the sub-system failure rate, it is confirmed that the 

MTBF improves more than 100 times by the effect of the 

decreasing common cause failure fraction β. 

 

In addition, the industrial control system requires 

evaluations on basis of the functional safety standards [20]. 

The functional safety standard, IEC-61508, defines 𝑃𝐹𝐷 

(probability of failure on demand) of redundant systems as 

follows (refer to [20] IEC-61508 Part-6 Annex B B.3.2.2. 

1oo2). 

𝑃𝐹𝐷𝐺 = 2((1  𝛽𝐷)𝜆𝐷𝐷 + (1  𝛽)𝜆𝐷𝑈)
2
𝑡𝐶𝐸𝑡𝐺𝐸 

+𝛽𝐷𝜆𝐷𝐷𝑀𝑇𝑇𝑅 + 𝛽𝜆𝐷𝑈 (
𝑇1

2
+𝑀𝑅𝑇)    (7) 

Table 3 shows meanings of coefficients and factors in Eq. (7) 

[20]. 

Table 3. Abbreviations of formula (7) 

𝑃𝐹𝐷𝐺 
Average frequency of dangerous failure of the duplex 

system tests 

𝜆𝐷𝐷 Dangerous failure which is detected by the diagnostic 

𝜆𝐷𝑈 
Dangerous failure which is not detected by the 

diagnostic 

𝛽𝐷 
Rate of common cause failure which is detected by 

the diagnostic 

𝛽 
Rate of common cause failure which is not detected 

by the diagnostic 

𝑡𝐶𝐸 Channel equivalent mean down time 

𝑡𝐺𝐸 Total equivalent mean down time 

𝑇1 Proof time interval 

𝑀𝑇𝑇𝑅 Mean Time To Repair 

𝑀𝑅𝑇 Mean Repair Time 
 

In Eq. (7), 𝛽 and 𝛽𝐷 factors, common cause failure factor, 

determine PFD values, because the first term of the equation, 

the PFD value of redundant part, is so small and thus it is 

negligible. The standard defines the safety integrity levels 

(SIL). Table 4 shows definition of SIL in the standard. From 

the previous discussion of fig.19, 𝛽 factors are improved and 

they range from 10 to 100 when n=10 and n=20. It means that 

increasing of the function blocks brings the low PFD value. 

Therefore, it is confirmed that this approach improves SIL of 

the functional safety. 

 

 

5. Conclusion 

This paper presents a new approach, named DTM, which 

realizes diversification to the redundant FPGA circuitry 

although their algorithm, code and hardware conditions are 

remained same. DTM is the methodology which generates the 

diverse circuitries by the intentional FPGA resource 

distribution. The diverse FPGA circuitries generated by DTM 

are evaluated and it is confirmed that the diverse FPGA 

circuitries detect errors efficiently by the discrepancies of 

calculation results when the hardware stress causes the 

calculation error. It is also revealed that the DTM improves 

the Safety Integrity Level (SIL) of Functional Safety.Since 

this methodology uses the “proven-in-use” software tool, it 

fits for the industrial equipment e.g. infrastructures very much. 

It is most suitable for renewable energy because of the high 

reliability, the maintenance-fee, low cost and low exhaust heat 

of FPGA. 

 

 

 Fig.19. Diversity Effects, β versus Frequency and n. 

 

Fig.20. Diversity Effects, MTBF versus Frequency and 

Sub-system Failure Rate. 

Table 4. IEC-61508 Part1 7.6.2.9 
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Appendix 

A) Derivation of MTBF of Redundant system without 

Common Cause Failures 

Markov Model of Fig. 3 shows 𝑃0(𝑡), time-function, of 

probability that both sub systems stay in normal conditions. 

𝑃1(𝑡) is probability that one of sub systems is in abnormal 

conditions. 𝑃2(𝑡)  is probability that both systems are in 

abnormal conditions. Transferring from 𝑃0(𝑡) to 𝑃1(𝑡) occurs 

by failure ratio 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 of either one of sub systems, then total 

ratio is 2 × 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 . In reparable systems, 𝑃1(𝑡)  transfers 

back to 𝑃0(𝑡) by repair ratio 𝜇𝑠𝑢𝑏_𝑠𝑦𝑠  is always 1 in power 

plant systems due to restoration by the spare system. The 

relations of 𝑃0(𝑡), 𝑃1(𝑡) and 𝑃2(𝑡) are described by 𝜆𝑠𝑢b_𝑠𝑦𝑠 

and 𝜇𝑠𝑢𝑏_𝑠𝑦𝑠 as follows; 

d

dt
𝑃0(𝑡) =  2𝜆𝑠𝑢𝑏_𝑠𝑦𝑠𝑃0(𝑡) + 𝜇𝑠𝑢𝑏_𝑠𝑦𝑠𝑃1(𝑡)   (A.1) 

d

dt
𝑃1(𝑡) = 2𝜆𝑠𝑢𝑏𝑠𝑦𝑠𝑃0(𝑡)  𝜇𝑠𝑢𝑏𝑠𝑦𝑠𝑃1(𝑡)  𝜆𝑠𝑢𝑏_𝑠𝑦𝑠𝑃1(𝑡) 

      (A.2) 
d

dt
𝑃2(𝑡) = 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠𝑃1(𝑡)    (A.3) 

Sub-systems are in normal conditions at start-up and 

initial values are as below; 

𝑃0(0) = 1, 𝑃1(0) = 𝑃2(0) = 0  (A.4) 

MTBF is defined as an integration of 𝑅(𝑡)  over time 

which is the probability that the system is in operable 

condition. 𝑅(𝑡) is either 𝑃0(𝑡) or 𝑃1(𝑡). Thus, MTBF defines 

as following; 

MTBF = ∫ 𝑅(𝑡)
∞

0
𝑑𝑡 = ∫ (𝑃0(𝑡) + 𝑃1(𝑡))

∞

0
𝑑𝑡 (A.5) 

Solving earlier formula with equations (A.1) to (A.5);  

MTBF =
𝜇𝑠u𝑏_𝑠𝑦𝑠𝑡𝑒𝑚+3𝜆𝑠𝑢𝑏_𝑠𝑦𝑠

2×𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
2    (A.6) 

Substitute μ into the above formula, as earlier said, 

𝜇𝑠𝑢𝑏_𝑠𝑦𝑠𝑡𝑒𝑚 = 1 ≫ 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠  

MTBF = 
1

2×𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
2    (A.7) 

B) Derivation of MTBF of Redundant system with Common 

Cause Failures 

In Markov Model shown in Fig. 4, 𝑃0(𝑡) is probability 

that both systems stay in normal conditions. 𝑃1(𝑡)  is 

probability that one of sub systems is in abnormal conditions. 

𝑃2(𝑡)  is probability that both systems are in abnormal 

condition. Sub-system failure ratio 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠  is divided into 

common cause failures and others. 

𝜆𝑠𝑢𝑏_𝑠𝑦𝑠＝ (1  𝛽) × 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠＋β × 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 (B.1) 

β × 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠  leads directly 𝑃1(𝑡)  to 𝑃2(𝑡) . Transferring 

from 𝑃0(𝑡)  to 𝑃1(𝑡)  occurs by failure ratio (1  𝛽) ×
𝜆𝑠𝑢𝑏_𝑠𝑦𝑠  of either sub systems, and the total ratio is 

2× (1  𝛽) × 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 . In reparable systems, 𝑃1(𝑡) 

transfers back to 𝑃0(𝑡) by repair ratio 𝜇𝑠𝑢𝑏_𝑠𝑦𝑠 is always 1 

in power plant systems due to restoration with spare 

system. The relations of 𝑃0(𝑡) , 𝑃1(𝑡)  and 𝑃2(𝑡)  are 
described by 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 and 𝜇𝑠𝑢𝑏_𝑠𝑦𝑠 as follows; 

d

dt
𝑃0(𝑡) =  (2 × (1  β)𝜆𝑠𝑢𝑏𝑠𝑦𝑠 + 𝛽 × 𝜆𝑠𝑢𝑏𝑠𝑦𝑠)𝑃0(𝑡)  

+𝜇𝑠𝑢𝑏_𝑠𝑦𝑠𝑃1(𝑡)  (B.2) 
d

dt
𝑃1(𝑡) = 2 × (1  β)𝜆𝑠𝑢𝑏𝑠𝑦𝑠𝑃0(𝑡)  𝜇𝑠𝑢𝑏𝑠𝑦𝑠𝑃1(𝑡)  

 (1  β)𝜆𝑠𝑢𝑏_𝑠𝑦𝑠𝑃1(𝑡) (B.3) 
d

dt
𝑃2(𝑡) = 𝛽 × 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠𝑃0(𝑡) + (1  β)𝜆𝑠𝑢𝑏_𝑠𝑦𝑠𝑃1(𝑡) 

      (B.4) 

𝑃0(0) = 1,    𝑃1(0) = 𝑃2(0) = 0  (B.5) 

Calculating MTBF with above formulas; 

MTBF = ∫ 𝑅(𝑡)
∞

0
𝑑𝑡 = ∫ (P0(𝑡) + 𝑃1(𝑡))

∞

0
𝑑𝑡 (B.6) 

MTBF =
𝜇𝑠𝑢𝑏_𝑠𝑦𝑠+3(1−𝛽)𝜆𝑠𝑢𝑏_𝑠𝑦𝑠

2(1−𝛽)2𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
2+𝜇𝑠𝑢𝑏_𝑠𝑦𝑠𝛽𝜆𝑠𝑢𝑏_𝑠𝑦𝑠+𝛽𝜆𝑠𝑢𝑏_𝑠𝑦𝑠

2

      (B.7) 

Substitute μ into the above formula, as earlier said, 

𝜇𝑠𝑢𝑏_𝑠𝑦𝑠 = 1 ≫ 𝜆𝑠𝑢𝑏_𝑠𝑦𝑠 

MTBF ≈
1

𝛽×𝜆𝑠𝑢𝑏_𝑠𝑦𝑠
    (B.8) 
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