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Abstract- The main sources of electricity generation are hydroelectric and thermo-fossil type in Ecuador. Gross hydroelectric 

production have sometimes exceeded 50% of national production. However, this type of hydroelectric is often threatened by 

droughts and their effect on the water reservoirs which our country has experienced on some occasions, such as in 2009. On 

the other hand, the National Plan for Good Living 2013-2017, in conjunction with the National Master Plan for Electrification 

2013-2022, has planned new hydroelectric generation projects, which are expected to exceed 90% of the national balance. The 

objective of this article is to model the monthly production of hydroelectric energy for prediction purposes, by implementing 

five stochastic process models on a historical series of monthly hydroelectric energy production in Ecuador, during the period 

2000-2015. The results show that the model that best fit the data of this time series is the ARIMA model (1, 1, 1)x(0, 0, 1)12 

with seasonality. This model shows that the energy monthly production can be forecasted to one and twelve months. The range 

used was from 2000 to 2014 and it was validated with data from January to December of 2015.  With this model, the forecast 

is made for the year 2020, proving an increase of monthly production.  The real values are in the confidence interval of the 

predicted values of the ARIMA model with annual seasonality. This model will help to describe and predict hydroelectric 

energy generation of Ecuador. In other words, it could be used in future planning studies of the electric sector. 

Keywords-  Electric Power; Hydroelectric; Monthly Production, Stochastics Models, ARIMA. 

 

1. Introduction 

At the global level, non-renewable energies play an 

important role in the production of electric energy. In 1973, 

fossil sources generated 75% of electric power, and in 2009, 

these accounted for 67% of the production. The main reasons 

for this variation not to be so significant are the increase of 

the world population and per capita energy consumption [1].  

However, some studies have been developed to take 

advantage of renewable energies alone or combined with 

non-renewable sources of electricity generation [2-6]. A 

study by [7] analyzed the feasibility of a solar hybrid - wind - 

diesel system in a locality of Ecuador. Another study by [8] 

used an optimization approach to 100% renewable systems 

such as hydroelectric and wind power using algorithms and 

techniques of artificial intelligence in an African locality. 

Other studies focussed specifically on the hydroelectric 

systems in which the optimization of a hydroelectric 

generator is analyzed such as the one shown in [9]. There are 

other studies related to the effects of greenhouse gases, 

climate change and the environmental impact of these 

hydroelectric systems [10-12]. 

It should be noted that though fossil fuels have always 

existed in Ecuador, renewable sources of hydroelectric 

generation have already had a historical contribution in our 

electricity demand that has been related to certain indices 

such as population growth and per capita energy 

consumption [1]. A study by [13] shows that the 

hydroelectric potential density in Ecuador is 0.62 GWh/km2 

and ranks sixth out of twenty countries in the region.   

On the other hand, within the National Plan for Good 

Living 2013-2017, one of its objectives states: "Promote the 

transformation of the productive matrix," and among the 

sectors prioritized is the industry referred to Renewable 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
M. Mite-León and J. Barzola-Monteses, Vol.8, No.2, June, 2018 

 1131 

Energy [14]. Hence, in the National Electrification Master 

Plan 2013-2022 [15], a major boost has been planned to 

hydroelectric generation, which is expected to exceed 90% of 

the total electricity production of the national balance. 

However, this type of energy has often been threatened 

by the baseflow caused by droughts. For example, in 2009, a 

national emergency was raised due to the water level 

reduction in the Paute Molino Power plant which feeds the 

Paute Hydroelectric Plant. With a power output of 1100 

MW, it generated the most energy of the country at the time. 

The annual rainfall cycle of the Paute river basin is 

constituted by a rainy season from April to September and a 

dry season from October to March. Generally, the most 

severe droughts occur between December and January [16]. 

In general, the energy balance of a country depends on 

several factors such as climate, season, population, economy, 

energy substitutes and indices of the electric sector. Thus, 

each factor is related to relevant parameters such as river 

inputs, sea surface temperature, reservoir level, months of 

increase or decrease in demand, among others. Further 

details were reviewed by [17]. 

By the end of 2016, the installed hydroelectric capacity 

in Ecuador represented 58% of the total (7587 MW). The 

country's 10 largest hydroelectric power stations represent 

85% of hydroelectric capacity [12]. However, as already 

mentioned, this type of electricity generation has its 

limitation due to the great meteorological dependence, since 

the rainfall raises the levels of the flows in the hydrographic 

basins where these electrical systems are located. 

The objective of this research is to model the historical 

data of the monthly production of hydroelectric energy in 

Ecuador between 2000 and 2015, performing a detailed 

analysis of the data to reduce the forecast error. This will 

allow us to make a stochastic model to forecast the monthly 

production of hydroelectric energy. The resulting model will 

help predict the country's hydroelectricity generation and can 

be used for energy planning from different sources of 

electricity production. 

Series can be modelled by deterministic methods using 

mathematical functions or by stochastic processes when 

near-time observations are correlated. One of the most used 

methods for the adjustment of time series is the methodology 

of Box-Jenkins who in 1970 [18] developed a method for the 

analysis of time series known as Autoregressive Integrated 

Moving Average (ARIMA). The study of the time series 

serves to make forecasts in a specific time horizon, in 

different areas of knowledge, such as economics, 

demography, physics, electricity, etc. 

According to the patterns of the data, the series can 

present components of trend, cyclicity, seasonality, 

randomness and stationary. For this reason, the entire process 

is then detailed to identify the best model to fit Monthly 

Gross Production (MGP) series data. 

 

 

2. Methodology  

2.1. Collecting data 

The data for this research was obtained from the official 

site of the Electricity Regulation and Control Agency 

(ARCONEL) corresponding to the years 2000 to 2015. 

Monthly reports of the energy production were registered 

about the hydroelectric plants of Ecuador. The study for the 

modelling in this research considered data between the years 

2000 to 2015. The data of the year 2015 was be used for the 

comparison of the predicted data.  

2.2. Series analysis 

As the data was measured over time, and uniformly 

spaced, we considered using the Box-Jenkins methodology 

[19]. The modelling of the data is done using integrated 

autoregressive and moving average models. These models 

are regression models with delays in the dependent variable 

Xt and delays with respect to the error term. 

In the ARIMA models (p, d, q), the parameters p, d and 

q must be identified, where the parameter p is the 

autoregressive value of the dependent variable, d is the finite 

difference transformation, and q is the delay of the error term 

or the moving average value of these stochastic models. To 

find these values, the stationarity of the time series data was 

analyzed in detail. The single Autocorrelation Function 

(ACF) and Partial Autocorrelation Function (PACF) are 

correlograms functions help to determine the degree of 

correlation between two consecutive values of the series and 

give an idea of the possible parameters of the ARIMA 

models [20]. 

2.3. Series transformation  

The Box-Jenkins methodology evaluates series that 

present stationarity to be modelled. The MGP series does not 

present this characteristic because the mean and variance are 

not constant over time and the covariance is time variant. For 

this reason, the series was transformed to eliminate 

variability and trend over time. 

Logarithms were obtained from the MGP series data to 

eliminate the variability, and the first difference was obtained 

to decrease the trend. Because the graphs of the correlation 

functions are similar, the differentiated series for this work 

has been used because the different models to be developed 

are less complex. 

2.4. Stationarity evaluation 

Initially, the single ACF and PACF functions of the 

transformed series were plotted. 

The first-order autocorrelation is formally tested with the 

Durbin-Watson statistic which measures the linear 

association between adjacent residuals. The null hypothesis 

for this case is that the series presents autocorrelation.  
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In addition, a higher power method such as the 

Augmented Dickey Fuller (ADF) test or unit root test was 

used, which was based on assuming that the series can 

approximate an autoregressive of order 1. This test assumes 

three variants such as a random walk with null mean, random 

walk with drift and random walk with drift and linear trend. 

The null hypothesis in this test is that the MGP series having 

a unit root. 

2.5. Model identification 

In ARIMA models (p, d, q) [21] the series differs d 

times to obtain a stationary series. These stationary models 

present the following equation 1: 

 

𝑋𝑡
𝑑 = 𝑐 + ∅1𝑋𝑡−1

𝑑 +⋯+ ∅𝑝𝑋𝑡−𝑝
𝑑               

𝐴𝑅(𝑝)

+ 𝜃1𝜖𝑡−1
𝑑 + 𝜃2𝜖𝑡−2

𝑑 +⋯+ 𝜃𝑞𝜖𝑡−𝑞
𝑑 +∈𝑡

                       
𝑀𝐴(𝑞)

 

                                                                                     (1) 

                                                                                              
Where  

    is the series with differences of order d 

     t represents the process of white noise with normal 

distribution N(0,σ2) being independent and identically (i.i.d) 

and  c, ∅1,..., ∅p,  θ1,…,θq  are the model parameters. 

As the MGP presents strong seasonality [22], models 

have been used where ARIMA models are combined with 

seasonal terms. This new combined model has two 

components: a component with regular structure ARIMA 

(p,d,q) that models the non-independence associated with the 

data and the other component with ARIMA structure (P,D,Q) 

that models the seasonality component, where P is the 

autoregressive seasonal term, D seasonal term of difference 

and Q seasonal term of moving average.  

The equation 2 of the general mathematical model for 

this type of model, also called SARIMA [23] is: 

𝑋𝑡 = 𝑐 + ∅1𝑋𝑡−1+. . . +∅𝑝𝑋𝑡−𝑝             +

𝐴𝑅(𝑝)

𝜃1𝑋𝑡−𝑠+. . . +𝜃𝑝𝑋𝑡−𝑃𝑠               
𝑆𝐴𝑅(𝑃)

 
 

+ 𝜖𝑡 − 𝜑1𝜖𝑡−1 −⋯− 𝜑𝑞𝜖𝑡−𝑞                   
𝑀𝐴(𝑞)

− 𝜗1𝜖𝑡−𝑞 −⋯− 𝜗𝑄𝜖𝑡−𝑄𝑠               
𝑆𝑀𝐴(𝑄)

 

                                                                                       (2) 

Where c, ∅1...∅p, θ1...θq, φ1…φq, ϑ1…ϑQ are the model 

parameters to estimate. 

2.6. Model estimation  

Five models were designed and implemented. Then, for 

the selection of the best model we used adjustment statistics 

such as Mean Absolute Percentage Error (MAPE), 

Coefficient of Determination (R2), Akaike Information 

Criterion (AIC) [24] and Bayesian Information Criterion 

(BIC) [25].  

2.7. Model validation  

The selected model proceeds to determine if it fulfils all 

the hypothesis of validation of the residues, although the 

estimation error is first plotted to analyze if there is a 

presence of atypical errors, which indicate a presence of 

intervention. Among the validation tests of the model, we 

have the Box-Ljung test [20], with the null hypothesis being 

that the MGP series is uncorrelated. For the constant variance 

of the residuals we use the Box-Ljung test with squared 

residues with the null hypothesis that the MGP series has 

constant variance, and finally the Jarque-Bera test for the 

normality of the residues being the null hypothesis that the 

residues are normal. 

2.8. Model forecast 

Once the ARIMA combined model has been validated, 

energy production is forecasted for a 60 months horizon, 

corresponding for the period 2016 a 2020. The predicted 

values have been estimated with a 95% confidence interval.  

3. Results and Discussion 

Figure 1 shows the time series of the MGP of the data, in 

which it is observed that the MGP series presents an upward 

trend over time, annual cyclicity with peaks of energy 

production from March to August and strong seasonality. At 

the end of 2011 and until September 2012, there was a higher 

energy production at high levels due to the operation of new 

hydroelectric plants, an effect that is also observed in the 

following years of the series. The monthly MGP series 

presents mean and variance not constant over time, 

producing variability over time [26].  The MGP series as 

non-stationary in mean, variance and covariance not 

consistent over time. In the period 2010-2015, the 

hydroelectric power production increased due to the potential 

nominal and effective potential increase of the new 

hydropower plant in Ecuador.  
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Table 1 presents some measures of central trend and 

dispersion of data per year. The statistics calculated for 

the energy production data show the variability in the 

form of peaks of ups and downs characteristic of the time 

series. 

Table 1. Measures of central trend and dispersion. 

Year 

Annual 

average 

production 

(GWH) 

Standard 

Desviation 
Minimum Maximum Median 

2000 634.14 152.14 356.42 789.11 690.86 

2001 580.95 152.21 334.29 792.88 520.90 

2002 611.23 177.68 379.25 802.07 609.33 

2003 599.21 134.22 444.40 866.99 595.89 

2004 617.64 163.38 302.34 892.99 608.81 

2005 573.52 171.23 331.14 834.60 512.99 

2006 594.12 106.08 464.79 739.00 590.99 

2007 753.14 148.51 403.60 906.04 801.75 

2008 941.11 109.93 797.68 1114.69 915.65 

2009 768.54 185.52 424.10 984.95 803.03 

2010 719.70 187.06 460.45 984.97 681.27 

2011 927.76 181.47 659.52 1209.74 937.13 

2012 1019.80 199.09 697.90 1246.16 1102.66 

2013 919.90 159.13 599.22 1153.91 902.04 

2014 954.83 227.12 622.53 1294.40 935.86 

2015 1091.00 158.77 891.70 1347.00 1051.00 

 

 

In 2008 and since 2011, the annual average of energy 

production is higher than 900 GWH. 

Figure 2 presents the autocorrelation functions ACF and 

PACF. Both functions decay exponentially in a delay or lag 

of 5, which are significant with period seasonal frequencies 

suggested by the SARIMA model. 

 

Fig. 2 Correlogram functions of the MGP series 

Figure 3 shows the series with first differences and 

autocorrelation functions. It is graphically shown that the 

series is stationary over time. The value of the Durbin-

Watson statistic obtained is 1.98, so the series presents 

evidence of weak positive autocorrelation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Series of gross monthly hydroelectric power production in Ecuador in the period 2000-2015, with a trend line   
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Fig. 3 Differenced MGP series and the ACF and PACF 

autocorrelation functions. 

For the analysis of the stationarity of the series, we 

obtained the DFA or unit root statistics, whose value was t-

DFA = -8.77 with a p-value of 0.01. If we compare it to a 

significance level of 5%, the t = -2.87 statistics, the t-DFA 

falls into the rejection zone so there is significant evidence 

that the series is stationary and has no unit roots, with a 

maximum delay of 13. To determine the variants, the 

regression test was used to derive the DFA test which 

resulted to be significant with a value t = -15.06 at 5% level 

of significance, which means that the series shows a random 

walk with mean zero. 

As the differentiated MGP series is stationary, we 

proceed to identify the parameters of the combination of the 

SARIMA model. The model selected was ARIMA 

(1,1,1)x(0,0,1)12 with random walk. The model is presented 

in Figure 4. 

 

Table 2 shows the coefficients of the model: ARIMA 

(1,1,1)(0,0,1)12. 

Table 2. Model coefficients. 

  AR(1) MA(1) SAR(1) 

Coefficients  0.65 -0.98 0.38 

Standard 

desviation 0.06 0.02 0.07 

The equation of the model is: 

Xt= 0.65Xt-1+ t - 0.98 t-1 + 0.38 Xt-12                        (3) 

The estimation of the model was performed through the 

adjustment statistics, presented in Table 3. 

Table 3. Adjustment Statistics. 

Statistic MAPE R2 AIC BIC 

  14.32% 72.39% 2392.85 2405.86 

The MAPE represents the forecast error statistic. R2, the 

percentage explained by the estimated model in the MGP 

series, is quite good. The AIC and BIC are the lowest values 

of all the models designed. 

We analyze if the selected model presents intervention 

and then determine the validation of the model residuals. 

Figure 5 shows the residuals of the model are represented 

with more or less three standard deviations. It was observed 

that it was not necessary to apply an intervention variable 

because there are no atypical values.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. ARIMA model (1,1,1)x(0,0,1)12 with random walk 
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Fig. 5 Estimation error of the selected model of the 

MGP series. 

For the validation of the model, the validation 

hypotheses of the residuals are tested. First, the Box-Ljung 

statistic was used to determine if the residuals of the model 

are uncorrelated. The p-value obtained was 0.735, so there is 

statistical evidence that the differentiated MGP series are 

uncorrelated. The variance of the residuals is tested with the 

Box-Ljung statistic in which the squared residuals were used. 

In this case, the null hypothesis is that the residuals have 

constant variance. The p-value was 0.957, so we fail to reject 

the null hypothesis. To analyze the normality of the residues, 

the Jarque-Bera test is used. The null hypothesis is that the 

residuals are normal. The resulting p-value is 0.215 so that 

the residuals normality is not rejected. 

      In order to do a model fit, a full-cross validation was 

performed. Data from 2000 to 2014 was used to estimate the 

year 2015 and the results were very close to the actual values 

of 2015. With this validation, a forecast was made over a 

period of 60 months.  

 

Table 4 shows the predicted values. It is observed that the 

actual values and the predicted values are within the 

designated confidence interval.  

Table 4. Comparison of actual values and predicted values. 

Actual 

Value 2015 

Predicted 

value 2015 

Lower bound 

CI 95% 

Upper bound 

CI 95% 

1006,74 827,51 585,23 1069,78 

1014,29 790,99 494,74 1087,24 

941,68 901,53 581,05 1222,01 

1190.49 939,32 606,49 1272,16 

1340,09 989,12 649,40 1378,39 

1269,00 1034,49 690,59 1378,39 

1346,73 1067,86 721,21 1414,51 

1074,23 1050,10 701,48 1398,72 

1054,70 874,79 524,66 1224,93 

1048,23 973,22 621,84 1324,60 

918,34 848,30 495,84 1200,76 

891,68 859,17 505,73 1212,60 

Figure 6 shows the actual MGP series, the adjusted 

series, and the predicted horizon 60 months projection. 

Table 5 shows the predicted values. It is observed that 

the actual values and the predicted values are within the 

designated confidence interval. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. 60 Months Forecast of Energy Production in Ecuador using ARIMA (1,1,1)x(0,0,1)12.   
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Table 5. Forecast 2016-2020. 

 

 

 

 

 

 

 

 

 

 

Conclusions 

The ARIMA (1,1,1)(0,0,1)12 model with selected random 

walk of five  the models constructed in this research reflects 

the trend of gross monthly energy production. This random 

walk mean zero model with has estimated that the occurrence 

of the production is for the parameter p = 1 and a suitable 

moving average of q = 1 for the regular component. For the 

seasonal component, it is Q = 1 and the strong seasonality of 

S = 12. The result suggests that the model adequately adjusts 

the data of the series, although the series presents periods 

with greater production of energy. The value of the standard 

absolute deviation MAPE presented 14.32% and R2 of 72.39 

% concluding that the estimation was quite good.   

It should be emphasized that the model estimated the 

monthly production over 60 months from 2016 to 2020 based 

on the times series of 192 months. The forecast in this time 

horizon exhibits a good fit in the first 24 months but after 

that, the values become constant. This model predicts that the 

MGP is on the rise in the coming years with an annual rate of 

1.95%. Based on this, we can conclude that these models can 

be used for the better understanding of the hydroelectric 

energy production trend and thus, can help with the future 

planning in the energy sector. 

However, in the coming years, it is foreseen that there 

will be a great growth of energy production of this type, due 

to the operation of new hydroelectric plants of emblematic 

projects [27]. Hence, it would be advisable in the future to 

develop new models incorporating representative new 

variables with respect to this activity, to construct an 

economical model and to make predictions that allow the 

governmental authorities in the energy area to make 

decisions in the production of energy. 
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