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Abstract- The aim of this work lies in investigating the grid frequency in the application of demand-side primary frequency 

control (PFC) with battery energy storage systems (BESS). In such an application, batteries participate in the PFC serving as 

energy buffer between their associated loads and the grid, and they are charged and discharged following the grid frequency 

conditions. The investigation focuses on the effect of PFC on the utilization of the battery in terms of its number of cycles. This 

includes studying the effects of the frequency dead-band on the battery charge/ discharge durations and the effects of droop 

settings on the charge/ discharge current rates. A case study of a 0.468 kWh battery pack is used to study the battery utilization 

under the reliability standards of PFC in the four interconnections of the North American grid. One-year line frequency data of 

the power system practically measured at Little Rock-AR is used in the analysis.  

Keywords Primary frequency control, distributed energy storage, battery utilization, droop control, controlled reserve. 

 

1. Introduction 

In the steady-state operation of interconnected power 

systems, generation and demand need to be continuously 

balanced because securing the system frequency at its rated 

value is strongly contingent on maintaining this generation-

demand balance. That being said, generation and demand in a 

power system can lose balance at any instant. Such imbalances 

can be caused by loss of a specific amount of generation or by 

variations in the demand when loads are added to or removed 

from the network. The occurrence of such events is arbitrary 

and cannot be accurately predicted even when short-term load 

forecasting techniques are employed [1]–[3].  

“Balancing authorities” which are the entities in charge of 

regulating the system frequency, use three control strategies to 

maintain generation-demand balance to regulate the 

frequency. The strategies are known as the primary frequency 

control (PFC), secondary frequency control also known as 

load frequency control (LFC), and tertiary control. Each of 

these schemes performs a regulation function and reacts 

successively within a specified period of time. When a 

frequency deviation occurs, the PFC represents the first phase 

of the process of restoring the frequency back to its rated 

value. The PFC function is achieved by autonomously 

adjusting the power setting of the governors of certain 

generation units to adjust their power generation in response 

to the frequency deviation signal in a proportional relation 

defined as droop characteristics [4]. The generation units that 

take part in the PFC need to have sufficient reserve capacity 

to deliver the droop required by their balancing authority [1]. 

Therefore, the PFC faces inevitable economic and practical 

challenges represented by the increased operational and 

maintenance costs, and reduced efficiency of the reserve 

generation units due to partial-load operation [2], [5], [6]. 

Frequency-responsive loads can be utilized to enhance the 

technical and economic performance of the primary frequency 

control to withstand fast and sudden mismatches between 

generation and demand [7], [8]. For instance, appliances such 

as resistive heaters, refrigerator, and heat pump water heaters 

can participate in demand-side PFC because they are capable 

of storing thermal energy [9]. Therefore, such appliances can 

be switched ON or OFF in response to frequency fluctuations. 

However, such a scheme of demand-side PFC faces a 

challenge of minimizing the customer disutility when loads 
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are switched OFF during negative frequency deviations. 

Providing regulation during positive frequency deviations is 

another difficulty of this technique because it will require a 

scheduling algorithm to turn ON an allocated group of loads 

when the frequency exceeds its rated value [7]. Therefore, 

using loads equipped with fast-responsive energy storage 

sources can be another alternative to absorb rapid generation-

demand mismatches experienced by the system [10]. The high 

energy density and fast dynamic response of battery energy 

storage systems (BESS) make it a remarkable option [11], 

[12]. Together with the developments in power electronics 

technology, these features lay the foundations for BESS to 

play a prominent role in frequency regulation as well as other 

numerous power system applications. Based on the size and 

location of BESS in the power system, the strategy of using 

battery storage in primary frequency control can be achieved 

with grid-scale centralized systems [13] and load-scale 

systems distributed at the demand-side [14]. Furthermore, grid 

frequency deviations are considered an inclusive index of the 

generation-demand balance and can be detected instant-

aneously at any node in any part of the grid including 

generation, transmission and distribution as well as at users 

power outlets [15]. Therefore, load-scale systems; in 

particular, behind-the-meter energy storage (BTMES) 

systems can participate in the demand-side primary frequency 

control.  

In the literature, electric vehicles (EVs) in smart charging 

mode (V1G) and vehicle-to-grid (V2G) mode are found the 

widely discussed form of BTMES for this control  

strategy [15]–[17]. However, EVs are inherently highly 

mobile and so is its energy storage making it less readily 

available for PFC services. Besides, driving range 

requirements impose state of charge (SOC) restrictions on the 

capacity headroom the EV battery can offer for PFC 

participation. EVs’ batteries are designed to undergo charge 

and discharge current pulses associated with driving cycles. 

Therefore, charging and discharging the battery according to 

line frequency deviations can impose current pulses with 

different frequencies on the battery causing long-term effects 

on the battery capacity and performance [18]. Home batteries 

represent another alternative of BTMES that is receiving more 

attention for demand-side frequency regulation services [14], 

[19]. Equipped with smart interface circuits that have the 

ability to measure the line frequency precisely, home batteries 

can be controlled to implement frequency regulations 

analogous to the PFC practiced on the generation side [20], 

[21]. Behind-the-meter home batteries are mostly used for 

energy management applications such as time-of-use (ToU) 

scheduling, backup power sources, demand charge reduction, 

and increasing the self-consumption of behind-the-meter 

renewables. When used with one of these services, home 

batteries are deemed to be underutilized, i.e., a considerable 

amount of its energy will be left unused and, if utilized, it 

could provide other benefits [22]. As a case in point, our 

analysis showed that using a 7 kWh lithium-ion home battery 

in a single-family house in Arkansas for only ToU energy 

arbitrage under a ToU plan from Entergy Arkansas Inc. can 

pay back only about 50% of the initial battery investment over 

its estimated lifecycle [23]. For demand charge reduction, 

batteries utilization rate can reach only 5-50% [22]. To 

increase the technical-economic output of behind-the-meter 

home batteries, they can be used for a combination of different 

services [22], [24]. Therefore, development and optimization 

of control strategies of BESS to achieve multiple value 

streams have recently gained increasing popularity in 

applications of both large-scale systems [25], [26] and small-

scale BTMES systems [14], [27]. Thus, using home batteries 

for PFC in addition to the energy management functions can 

add more utilization and value to them. To evaluate this 

additional value to the battery storage, it is necessary to 

analyze the utilization of the battery under the standards of the 

PFC strategy with practical line frequency from the system. In 

the literature, the research works in the context of using BESS 

with PFC is found centered around dynamic and lifetime 

modeling of batteries [28], [29] and optimizing their sizes [30] 

in these applications. In [31], the effects of primary control 

reserve (PCR) strategies on the SOC and cycles of a 2MWh 

battery are studied under the German PCR regulations.  

In this paper, we focus on the utilization of home batteries 

when used as distributed storage with PFC under North 

American grid’s standards. The utilization of a small battery 

pack with a capacity of 0.468 kWh is investigated in the 

demand-side PFC based on the different dead-band and droop 

settings of the North American grid interconnections. 

Practical steady-state line frequency data, and load profiles of 

an American single-family house are used in the analysis. We 

have structured the remainder of this paper in the following 

sections. In section 2, the battery control strategy under the 

two types of droop control is presented. Then, analysis and 

observations of the annual frequency data are discussed in 

section 3. Section 4 presents the battery modeling and 

simulation as well as the load profiles used in the utilization 

analysis. Modeling and simulation of a power system with a 

large penetration of BTMES are also discussed. Next, the 

results and evaluation of the battery utilization and feasibility 

under the considered droop settings are discussed and 

compared in section 5. Finally, the conclusions reached in this 

work are presented in section 6. 

2. Methodology 

In the studied approach, the battery storage system is 

located at the customer premises and connected to the grid and 

the load through a power conditioning circuit. The system is 

primarily aimed to take part in the primary frequency control 

as a frequency-responsive load. Therefore, the established 

droop control strategy employed on the governors of 

generation units can be used with this approach to modulate 

the energy flow among the battery, its associated load, and the 

grid following the frequency condition. Cloning the 

generation-side droop control strategy at the load enables 

system operators to expect and track the performance of the 

frequency regulation the load can provide. In such a 

modulation principle, the battery charge and discharge 

decisions are made depending on the frequency deviation 

which is the main control signal. The conventional droop 

control incorporates a dead-band in the frequency deviation 

within which no regulation is provided. Applying such a dead-

band reduces the oscillations in the battery charge and 

discharge currents as the battery is idle during these periods. 
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However, the dead-band period can be utilized to charge/ 

discharge the battery to maintain its state of charge at a 

desirable level [32]. According to the method of achieving the 

dead-band on the generator governor, NERC standards for 

frequency response define two types of droop control referred 

to as the linear response droop and step response droop [33]. 

Both methods will be adopted to be used and evaluated with 

the studied approach as follows. 

2.1. Linear Response Droop 

Following the droop control, when the line frequency is 

higher than its rated value by a specified threshold defined by 

the dead-band which indicates that the generation is higher 

than the load, the battery is charged to consume energy from 

the grid adding an extra loading to the system as an attempt to 

balance the increase in the generation. This action is referred 

to as over-frequency regulation. On the other hand, when the 

frequency drops below the negative threshold denoting an 

overrun of the load over the generation, the battery is 

discharged to provide additional power to the load to reduce 

the load power consumption from the grid. This action is 

referred to as under-frequency regulation. With the linear 

response, the moment that the frequency is beyond the 

threshold, i.e., the dead-band, the battery charge/ discharge 

power starts increasing linearly with the frequency deviation 

starting from the zero value. The battery charge/ discharge 

power continues increasing with the frequency deviation with 

a rate defined by the droop setting until the deviation reaches 

its maximum allowable limit at which the maximum battery 

power is applied. This control strategy can be described as 

follows 

  ∆𝑃𝑏(∆𝑓) =

{
 
 

 
 
𝐺𝑏 ∙ (∆𝑓 − ∆𝑓𝑡ℎ

+),         ∆𝑓 > 0 𝑎𝑛𝑑 ∆𝑓𝑡ℎ
+ < ∆𝑓 ≤ ∆𝑓𝑚𝑎𝑥

𝐺𝑏 ∙ (∆𝑓 + ∆𝑓𝑡ℎ
−),        ∆𝑓 < 0 𝑎𝑛𝑑 ∆𝑓𝑚𝑖𝑛 ≤ ∆𝑓 < ∆𝑓𝑡ℎ

−

𝐺𝑏 ∙ (∆𝑓𝑚𝑎𝑥 − ∆𝑓𝑡ℎ
+),   ∆𝑓 > 0 𝑎𝑛𝑑 ∆𝑓 > ∆𝑓𝑚𝑎𝑥              

𝐺𝑏 ∙ (∆𝑓𝑚𝑖𝑛 + ∆𝑓𝑡ℎ
−),   ∆𝑓 < 0 𝑎𝑛𝑑 ∆𝑓 < ∆𝑓𝑚𝑖𝑛               

0,                       ∆𝑓𝑡ℎ
− ≤ ∆𝑓 ≤ ∆𝑓𝑡ℎ

+             

  (1) 

where 

∆𝑃𝑏(∆𝑓) is the battery charge/ discharge power as a function 

of the frequency deviation. The battery power is assumed 

positive for the charge situation and negative for the discharge.  

∆𝑓 = (𝑓 − 𝑓𝑜) is the frequency deviation. 𝑓 is the measured 

line frequency while 𝑓𝑜 is the rated frequency.  

∆𝑓𝑡ℎ
+  and ∆𝑓𝑡ℎ

−  are the positive and negative thresholds of the 

frequency deviation according to the dead-band, respectively.  

∆𝑓𝑡ℎ
− ≤ ∆𝑓 ≤ ∆𝑓𝑡ℎ

+ is the dead-band which can also be defined 

as |∆𝑓| ≤ ∆𝑓𝑡ℎ . 

∆𝑓𝑚𝑎𝑥 and ∆𝑓𝑚𝑖𝑛 are the maximum positive and minimum 

negative frequency deviation limits, respectively.   

𝐺𝑏 is the battery power gain in (W/Hz).  

𝐺𝑏 ∙ (∆𝑓𝑚𝑎𝑥 − ∆𝑓𝑡ℎ
+) is the battery maximum charge power. 

𝐺𝑏 ∙ (∆𝑓𝑚𝑖𝑛 + ∆𝑓𝑡ℎ
−) is the battery maximum discharge power.  

The battery power gain can be calculated as 

𝐺𝑏 =
1

𝑅
(
𝑝.𝑢.𝑊

𝑝.𝑢.𝐻𝑧
) ×

𝑃𝑏,𝑀(𝑊)

60 (𝐻𝑧)
=

1

𝑅
×
𝑃𝐵

60
  (W/Hz)                       (2) 

where R is the droop setting in (p.u. Hz/ p.u. W) and 𝑃𝑏,𝑀 is 

the battery rated power. 

2.2. Step Response Droop 

This strategy is quite similar to the linear response droop 

as it follows the same droop control. The only difference is in 

the way it applies the dead-band. Once the frequency deviation 

is beyond the dead-band thresholds, the battery charge/ 

discharge power rushes to a value on the linear characteristics 

∆𝑃(∆𝑓) = 𝐺𝑏 ∙ ∆𝑓 instead of starting at a zero value. Then, 

the battery power keeps increasing linearly with the frequency 

deviation following the same characteristics. Therefore, this 

strategy can be described as 

∆𝑃𝑏(∆𝑓) =

{
 
 

 
 
𝐺𝑏 ∙ ∆𝑓,        ∆𝑓 > 0 𝑎𝑛𝑑 ∆𝑓𝑡ℎ

+ < ∆𝑓 ≤ ∆𝑓𝑚𝑎𝑥
𝐺𝑏 ∙ ∆𝑓,       ∆𝑓 < 0 𝑎𝑛𝑑 ∆𝑓𝑚𝑖𝑛 ≤ ∆𝑓 < ∆𝑓𝑡ℎ

−

𝐺𝑏 ∙ ∆𝑓𝑚𝑎𝑥, ∆𝑓 > 0 𝑎𝑛𝑑 ∆𝑓 > ∆𝑓𝑚𝑎𝑥              
𝐺𝑏 ∙ ∆𝑓𝑚𝑖𝑛,   ∆𝑓 < 0 𝑎𝑛𝑑 ∆𝑓 < ∆𝑓𝑚𝑖𝑛               

0,           ∆𝑓𝑡ℎ
− ≤ ∆𝑓 ≤ ∆𝑓𝑡ℎ

+                   

  

         (3) 

 

It can be noticed that, at the same frequency deviation ∆𝑓 and 

for the same droop characteristics of dead-band (|∆𝑓| ≤ ∆𝑓𝑡ℎ) 
and droop setting 𝐺𝑏, the battery can provide (𝐺𝑏 ∙ ∆𝑓𝑡ℎ) watt 

more charge/ discharge power with the step response strategy 

than with the linear response. Therefore, this difference is 

more significant when using a wider dead-band. However, the 

highest typical dead-line used in the North American grid 

should not exceed ±0.036 Hz. This also applies to the 

maximum power the battery can provide in each case. For the 

step response with droop setting R defined in Eq. (2), the 

battery is supposed to be charged/ discharged at its rated 

power when the frequency deviation reaches the value (𝑅 ×
60) Hz. On the other hand, with linear response the maximum 

charge/ discharge power the battery can reach is less than the 

rated value by (𝐺𝑏 ∙ ∆𝑓𝑡ℎ). The charge/ discharge 

characteristics of a 0.468 kW, 0.468 kWh NiMH battery pack 

under both droop responses with a dead-band of 0.036 Hz and 

droop setting of 0.05 (Gb=166.7 W/Hz) are shown in Fig. 1. It 

is obvious that with the step response the amplitude of the 

battery power pulse imposed at the beginning and end of the 

regulation period is higher than the case with linear response. 

As it was mentioned earlier, the dead-band period could 

be used to charge the battery with constant rates to preserve its 

state of charge for other user-oriented applications such as 

energy arbitrage and backup power supply. Also, the battery 

can be discharged during the dead-band period by supplying 

part of the load to keep room for over-frequency regulations. 

The charge/ discharge rate within the dead-band should be 

selected as low as possible to improve the battery efficiency. 

Including the dead-band charge/ discharge power rate, 𝑃𝐷𝐵, in 

addition to the regulation power setting, the battery power can 

be defined as 

                          𝑃𝑏 = 𝑃𝐷𝐵 + ∆𝑃𝑏                                   (4) 

 

where PDB is negative for discharge and positive for charge. 

However, here we focus on the battery cycling as imposed by 
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Fig. 1. Charge and discharge characteristics of the 0.468 kWh 

battery pack under the two types of droop response. 

 

Fig. 2. The system block diagram with both droop response 

settings. 

 

the frequency regulation. Therefore, we assume that no dead-

band charge/ discharge is applied i.e.  𝑃𝐷𝐵 = 0 and the battery 

is purely charged and discharged following the droop control 

settings. The block diagram of the frequency regulation 

strategy of the demand side battery using both droop response 

methods is shown in Fig. 2. 

3. Frequency Data, Analysis, and Observations 

Measured at the power outlet, the line frequency reflects 

the power system stability because it represents a 

comprehensive pointer of the balance between generation and 

demand in the system. That is attributed to the fact that, 

following a disturbance, the frequency response of the system 

measured at any point in the system is not affected by the 

physical distance of the disturbance from the measurement 

point or the total impedance between them. However, it can 

be affected to a particular extent by the total inertial 

characteristics between the disturbance and the measurement 

points. That can be of interest to the system operator to study 

the primary frequency response of many generation units 

spread across a wide area within a certain interconnection 

[34]. Here, the frequency is considered a system-wide 

parameter. The frequency data used in the analysis of this 

work was obtained as practically measured at three different 

locations with different sampling rates: 

1) From Southwest Power Pool (SPP) for two different years 

with a sampling rate of 0.1 sample/ sec [35] and 0.0034 

sample/ sec; 2) As measured by the Frequency Disturbance 

Recorder (FDR) developed by the Oak Ridge National Lab in 

partnership with the University of Tennessee-Knoxville. The 

data was collected by the FDR installed in Little Rock-AR for 

the year 2016 with a sampling rate of 10 sample/ sec; 3) 

Measured at the Power Systems lab at UA-Little Rock by our 

developed experimental system, the data was acquired with a 

sampling rate of 1 sample/ sec. The data of line frequency for 

periods of one hour (10 sample/ sec), a day (1 sample/ sec), a 

month (0.1 sample/ sec), and a year (0.0034) are plotted in  

Fig. 3. 

As a compromise between data size and sampling rate, the 

one-year practical line frequency with a sampling rate of 1 

sample/sec was used to investigate the proportional response 

with both droop methods. First, the one-year data was 

analyzed with the different dead-band standards of the North 

American grid. The droop and dead-band settings of the four 

interconnections of the North American grid [36] are listed in  

Table 1. The probability distribution of the frequency 

deviation for each month is shown in Fig. 4. It can be observed 

from the monthly frequency data that the frequency deviation 

is fairly symmetrical around the mean value which is equal to 

zero. The average of the standard deviation for 12 months was 

found to be around 0.015 Hz. The maximum frequency 

deviation in both directions did not exceed ± 0.06 Hz. The 

same limits of the frequency deviation were also observed in 

the frequency data from the FDR and that measured by the 

smart load system during the years 2016 and 2015, 

respectively. That is because the frequency is measured for a 

coherent power system with large equivalent inertia [30], [37]; 

aside from that, the ISO is keen to provide regulation to keep 

the mean value of the frequency deviation over the day equal 

to zero. However, PFC action is still required and 

continuously applied to keep the frequency within this narrow 

range of deviations. Applying the same dead-band settings of 

the North American grid in Table 1 to the one-year frequency 

data set from the SPP, the probabilities of the frequency 

deviation fall within each of the dead-band settings are 

tabulated in Table 2. The data is sampled with 0.1 sample/ sec, 

and the probability distribution of the data samples are 

analyzed with a range of 0.002 Hz. This implies that the 

frequency deviation within the range ±0.001 Hz belongs to the 

value of zero Hz and so and forth. 

 
Fig. 3. Line frequency data. a) one hour. b) one day. c) one 

month. d) one year. 
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Fig. 4. Probability distribution of the one-year frequency deviation data from SPP. 
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It can be noticed that in January, about 48% of the positive 

frequency deviation and 46.8% of the negative deviation are 

within the zero dead-band. The probability of the frequency 

within the dead-band ±0.017 Hz is about 17% while it is only 

1.2-1.5% within the dead-band ±0.036 Hz. Similar behavior 

was noticed in Feb, Mar, Apr, and May. The probability of the 

negative deviation starts noticeably surpassing the probability 

of the positive deviation in Jun and reaches the highest in Aug 

where the probability is 54.7% and 39.87% for the positive 

and negative deviations, respectively. Likewise, the 

probabilities of the negative deviations within the -0.017 Hz 

and -0.036 Hz dead-bands are higher than the corresponding 

probabilities of the positive dead-bands. On the contrary, the 

probabilities of the positive deviations are higher in Sep. The 

behavior in the remaining part of the year was found 

comparable to the first three months. These intuitive 

statements can signify the seasonal performance of the power 

system. For the studied battery storage, it is significant to 

study the charge and discharge time of the battery in 

accordance with the line frequency condition to select the 

battery control and Ampere-hour (Ah) capacity. Therefore, it 

would be more expressive to translate the probabilities in 

Table 2 into time. That can be obtained by multiplying the 

quantity in each cell by the number of hours in the 

corresponding month. The time durations of each range of the 

frequency deviation are listed in Table 3. 

4. System Modeling and Simulation 

4.1. Battery Model and Load Profiles for Utilization Analysis 

The power/ current rate of the battery charge and 

discharge under this control scheme is decided by the droop 

setting described in Eq. (2). Also, it depends on the method of 

the droop response. By considering the power rate along with 

the durations of the battery charge and discharge, the battery 

utilization in terms of the charge/ discharge cycles can be 

investigated. To do so, a 0.468kWh, 0.468kW (13Ah, 36V) 

NiMH battery pack from BatterySpace/ AA Portable Power 

Corp. was studied with the one-year frequency data and step 

response droop. In our analysis, we are interested in the 

number of charge and discharge cycles. They are, herein, 

Table 1. The reliability regulations of the North American interconnections. 

 
Eastern 

Interconnection 

ERCOT 

Interconnection 

Western 

Interconnection 

Quebec 

Interconnection 

Deadband 

(Hz) 
+/- 0.036 +/- 0.017, +/- 0.036 +/- 0.036 0 

Droop Setting 

(p.u.) 
0.04, 0.05 0.04, 0.05 0.03-0.05 0.05 

Table 2. Probability of one-year frequency deviation data according to different dead-bands of the grid. 

 Positive Deviation Negative Deviation 

Probability(Δf) P(Δf+ve>0) P(Δf+ve>0.017) P(Δf+ve>0.036) P(Δf-ve<0) P(Δf-ve<-0.017) P(Δf-ve<-0.036) 

Jan 0.4788 0.17 0.0122 0.4681 0.1687 0.0155 

Feb 0.4731 0.1546 0.008 0.4728 0.1608 0.0116 

Mar 0.4754 0.1584 0.0098 0.4699 0.1563 0.0113 

Apr 0.4724 0.1653 0.0118 0.4747 0.1654 0.0115 

May 0.4713 0.1605 0.0107 0.475 0.1599 0.0092 

Jun 0.4664 0.1592 0.0104 0.4802 0.1613 0.0075 

Jul 0.4309 0.1222 0.0071 0.5064 0.1621 0.0074 

Aug 0.3987 0.114 0.0032 0.5469 0.1822 0.0138 

Sep 0.5071 0.1624 0.0034 0.4392 0.1257 0.0027 

Oct 0.4842 0.2008 0.0182 0.469 0.1863 0.0153 

Nov 0.4531 0.1612 0.0141 0.4949 0.1926 0.0201 

Dec 0.4606 0.1441 0.0102 0.4869 0.1785 0.0145 
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evaluated by the amount of Ah supplied to/ withdrawn from 

the battery using the coulomb counting method which 

represents an efficient method for real-time applications. With 

reference to the battery rated Ah capacity and taking into 

account the battery coulombic efficiency, the battery state of 

charge (SOC) can be estimated as follows 

            𝑆𝑂𝐶 = 𝑆𝑂𝐶0 ± 𝜂𝐴ℎ ∙
∫ 𝑖𝑏∙𝑑𝑡

𝐶𝐴ℎ
                                      (5) 

where 𝑆𝑂𝐶0 is the initial SOC. 𝜂𝐴ℎ is the coulombic efficiency 

of the battery. 𝜂𝐴ℎ is set to one for the charging and 0.9 for 

discharging. 𝐶𝐴ℎ is the battery rated Ah capacity. 𝑖𝑏 is the 

battery current. 

Hence, the battery size does not affect the cycling analysis in 

this case. The typical size of behind-the-meter home batteries 

can be between 6 kWh to 15 kWh with a rated power of 3 kW 

to 7 kW. However, the system studied in this work is a scaled-

down system used for cycling analysis. The battery capacity 

can be simulated as a capacitance with a value set equal to the 

battery Ampere-second, and its initial voltage is the initial 

SOC [38]. The battery voltage-current relation is simulated 

using the first order RC model discussed in our previous work 

[39]. The circuit model of the battery is shown in Fig. 5. The 

model was simulated in MATLAB/Simulink. It should still be 

assured that the battery voltage is maintained within the end-

of-charge and end-of-discharge limits over the entire 

operational state of charge range. Therefore, different 

experimental tests of the battery at different charge and 

discharge current rates were conducted and the battery voltage 

and state of charge (using coulomb counting method in  

Eq. (5)) were monitored. It was found that the battery voltage 

remains within the typical limits over the operational range of 

the state of charge that is selected to be 20%-80%. This range 

is selected because within which the battery resistance and 

dynamic parameters are relatively stable and independent of 

the SOC. Beyond this range, the battery performance is highly 

dynamic [39]. The maximum current that can be reached in 

this application with the studied frequency data is 0.5A 

according to the maximum frequency deviation and selected 

droop settings. Therefore, the satisfaction of the voltage 

condition is attendant because the voltage increase/ drop near 

the end-of-charge/ end-of-discharge is slow at low currents. 

Thus, premature end-of-charge and end-of-discharge are 

averted. The battery gains in W/Hz and A/Hz with each of the 

droop settings in Table 1 are listed in Table 4. According to 

the battery technical datasheet, the battery can keep up to 80% 

of its rated capacity after more than 400 full cycles with 100% 

depth of discharge, under 55oC, and charging-discharging rate 

of 0.3C and 0.5C, respectively. In the studied application, the 

highest number of cycles the battery undergoes in one year 

does not exceed 50 cycles as shown in the next section. 

Besides, the current rate and depth of discharge are lower than 

the typical values reported in the datasheet. Therefore, the 

capacity fade due to cycling can be neglected over the analysis 

period in the studied application. The charge retention curve 

in the battery datasheet states that the battery self-discharge is 

about 8%-10% per week when the battery is in an idle state. 

Therefore, the self-discharge effect during the dead-band 

periods is negligible. 

Table 3. The time durations of the one-year frequency deviation data for each dead-band setting. 

 Positive Deviation Negative Deviation 

Duration(Δf) 

(Hr) 
P(Δf+ve>0) P(Δf+ve>0.017) P(Δf+ve>0.036) P(Δf-ve<0) P(Δf-ve<-0.017) P(Δf-ve<-0.036) 

Jan 356.2272 126.48 9.0768 348.2664 125.5128 11.532 

Feb 317.9232 103.8912 5.376 317.7216 108.0576 7.7952 

Mar 353.6976 117.8496 7.2912 349.6056 116.2872 8.4072 

Apr 340.128 119.016 8.496 341.784 119.088 8.28 

May 350.6472 119.412 7.9608 353.4 118.9656 6.8448 

Jun 335.808 114.624 7.488 345.744 116.136 5.4 

Jul 320.5896 90.9168 5.2824 376.7616 120.6024 5.5056 

Aug 296.6328 84.816 2.3808 406.8936 135.5568 10.2672 

Sep 365.112 116.928 2.448 316.224 90.504 1.944 

Oct 356.2272 126.48 9.0768 348.2664 125.5128 11.532 

Nov 317.9232 103.8912 5.376 317.7216 108.0576 7.7952 

Dec 353.6976 117.8496 7.2912 349.6056 116.2872 8.4072 
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Fig. 5. The adopted battery model. 

Table 4. The 0.468 kWh battery power and current gain at 

different droop settings. 

Droop Setting 

(p.u.) 

Battery Power 

Gain (W/Hz) 

Battery Current 

Gain (A/Hz) 

0.03 260 7.2222 

0.04 195 5.4167 

0.05 156 4.3333 

The system for this analysis is studied to be installed at a 

single-family house at Little Rock with the following 

attributes: 854 sq. ft., 1 story, 2 bedrooms, 4 residents and has 

the following electric appliances: central AC system, washing 

machine, dryer, stove, refrigerator, freezer, and other varied 

basic loads. The monthly load profiles of the house were 

calculated using the System Advisor Model (SAM) tool based 

on the monthly average energy consumption of the house that 

is listed in Table 5 as provided by the utility company. The 

load profiles are shown in Fig. 6. The minimum load power in 

the house load profiles is 0.17 kW. Based on the maximum 

observed negative frequency deviation which is -0.07 Hz and 

the maximum battery power gain, the selected load profiles 

achieve the condition that there is always a load for the battery 

to supply during periods of the under-frequency regulation. 

Furthermore, the battery control is restricted to not supplying 

power back to the grid. 

4.2. Power System Model for PFC Response 

The participation of home BTMES systems in primary 

frequency regulation will affect the system dynamical 

performance and stability. Generally, the operation of a home 

BTMES system is restricted to only either reduce or increase 

power consumption from the grid and never to feed the energy 

back to the power grid. i.e., BTMES system will not change 

the load into a generator, but only make it possible for a load 

to participate in PFC. In fact, a power system is a large power 

grid consisting of many generators, substations, loads, and a 

large power network. To investigate the stability of a power 

system with load-side PFC participation, a quite complicated 

power system model such as the one proposed in [8] is 

necessary. Furthermore, there has been a number of published 

literature [40], [41] about the stability of a power system with 

demand-side frequency control. As a demonstration of the 

effect of the BTMES load-side PFC on the system frequency 

response, a simulation is performed based on a simplified 

dynamical model of a power system with BTMES.  

Table 5. The monthly average energy consumption of the 

single-family house. 

Month Load (kWh) Month Load (kWh) 

Jan 453 Jul 1154 

Feb 462 Aug 897 

Mar 392 Sep 891 

Apr 371 Oct 642 

May 362 Nov 520 

Jun 464 Dec 403 

 

 

Fig. 6. The load profiles of the studied single-family house. 

In our simulation, the model of the frequency response 

presented in [40] is adopted. The model is used to investigate 

the frequency dynamics of a single-area (isolated) power 

system in which all generators are synchronized and 

aggregated to be represented by a single-machine with an 

inertia constant equivalent to the total of their inertia 

constants. The load change, ∆𝑃𝑑, of the system is also 

aggregated and represented by a single disturbance. Following 

a sudden load-generation mismatch, the model will output the 

corresponding deviation in the system frequency.  

The BTMES consists of a battery storage unit and a 

bidirectional power converter to interface the battery to both 

the load and the grid. To simulate a significant penetration of 

the BTMES in the power system, all BTMES units are 

combined and represented as a one battery storage system 

having a SOC within the operational limit. The active power 

of the combined storage system, ∆𝑃𝐵, is modeled according to 

the dynamical model of BESS in power systems applications 

presented in [42], [43] as follows 

                           ∆𝑃𝐵 =
𝐺𝐵

1+𝑇𝐵𝑠
× ∆𝑓                                     (6) 

where 𝑇𝐵 is the time constant of the aggregated BTMES 

system. The gain, 𝐺𝐵, is calculated using Eq. (2) with 𝑃𝑏,𝑀 =
𝑃𝐵,𝑀 the penetration ratio which defines the total power of all 

participating BTMES units compared to the system rated 

power.It is worth mentioning here that all power and 

frequency related parameters are normalized and expressed in
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Fig. 7. Block diagram of the complete dynamic model of the 

power system including the BTMES as an additional PFC 

loop. 

Table 6. Parameters of the power system and BTMES models. 

Parameters of Power System Model [40]  

Parameter Description Value 

𝑇𝐺 Governor time constant (s) 0.2 

𝑇𝑇 Turbine time constant (s) 0.3 

𝑇𝑅 Reheat time constant (s) 10 

𝐹𝐻 High-pressure turbine fraction 0.3 

H System inertia constant (s) 5 

D Damping factor 1 

𝑅𝑐 Generator droop setting 

0.03 

0.04 

0.05 

Parameters of the BTMES Model 

Parameter Description Value 

𝑇𝐵 BTMES time constant (s) 
0.026 

[42] 

𝑃𝐵,𝑀 
Aggregated battery rated 

power (p.u)  
0.2 

R Battery droop setting 

0.03 

0.04 

0.05 

 

per-unit (p.u.). Figure 7 shows the block diagram of the 

complete frequency response model including the BTMES. 

The model parameters including the governor dynamics, 

turbine dynamics, the turbine reheat dynamics as well as the 

system inertia are defined in Table 6. 

5. Simulation Results and Discussions 

5.1. Battery Utilization 

The results of the battery cycles per month under different 

conditions of dead-bands and droop are shown in Fig. 8. 

Herein; a partial charge-discharge cycle is not counted as a 

complete one cycle. Instead, the partial cycles are aggregated

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Results of the battery cycles under different droop and 

dead-band settings. a) R=0.05. b) R=0.04. c) R=0.03. 

into multiple full cycles of the operational range 20%-80%. At 

the beginning of the simulation (the first data point of the 

annual frequency data used in the simulation is measured on 

the first day of January at the time 00:00), the battery initial 

SOC is set to 20%. The final SOC calculated at the end of the 

day is used as the initial SOC of the next day and so on.  

It is obvious that the battery undergoes a higher number of 

cycles as the dead-band is narrowed. This is self-explanatory 

based on the results of Table 2 (Table 3) which showed that 

the charging and discharging probabilities (time durations) 

increase when the dead-band is tightened. Also, it is noticed 

that the total monthly Ah supplied to the battery during over-

frequency regulation almost equals to the total Ah withdrawn 

from the battery during the under-frequency regulation 
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because, as it was mentioned earlier, the frequency deviation 

is maintained symmetrical for the sake of setting the average 

of the line frequency over the 24 hour equals to 60 Hz on daily 

basis. 

Regarding the droop setting, it is noticed that under a certain 

dead-band setting, the number of cycles increases with 

reducing the droop setting because the battery power/ current 

increases. In fact, reducing the droop setting R is equivalent to 

increasing the slope of the droop characteristics 𝛥𝑃𝑏 ∝ ∆𝑓 

which means that the battery becomes more sensitive to 

frequency changes. This is explained in Fig. 9 which shows 

the step response droop characteristics with different slopes at 

a dead-band of 0.017 Hz. On the other hand, reducing the 

droop will increase the battery power gain and reduce the 

maximum frequency at which the battery is charged or 

discharged at its maximum capacity. The relationships of both 

the battery power gain and maximum frequency deviation 

versus the droop setting are shown in Fig. 10. 

5.2. Frequency Response 

A simulation of the model of Fig. 7 was built in 

Matlab/SIMULINK in which an aggregate of a large number 

of individual BTMES systems was considered. The effect of 

the battery storage on the under-frequency response was 

simulated under different settings of the BTMES droop. As in 

the utilization analysis, the step droop was discussed while the 

linear droop is expected to cause less effect compared to the 

step droop. In the simulation, a positive step change in the 

generation-demand balance was applied to the model, and the 

deviation (drop) in the system frequency was observed. The 

positive change in the generation-demand means that the 

demand exceeds generation. Such a balance disturbance can 

be caused by an increase in the system load and/or by a 

 

 

Fig. 9. Step response droop characteristics with different 

slopes. 

 

Fig. 10. Power gain and maximum frequency versus the droop 

settings. 

decrease in the generation such as generation loss. A step 

disturbance of 0.1 p.u. was applied to the system at time t=10 

sec with a total BTMES penetration of 𝑃𝐵,𝑀 = 0.2 p. u. The 

droop setting of the turbine governor is set to 0.05. On the 

other hand, the droop setting of the BTMES control, 𝑅, was 

changed as 0.05, 0.04 and 0.03. The system does not contain 

other spinning or non-spining reserves. The simulation results 

of the system frequency response without and with BTMES 

penetration at different droop settings are shown in Fig. 11. It 

can be observed that the battery storage contributes to 

reducing the frequency deviation when a disturbance occurs.  

The maximum transient frequency deviation and steady-state 

frequency deviation without battery storage are – 0.7286 Hz 

and – 0.2857 Hz, respectively. When battery storage with 0.05 

droop is used, the maximum transient frequency deviation and 

steady-state frequency deviation are – 0.5103 Hz and  

– 0.24 Hz, respectively. It was also observed from the 

frequency response that the demand-side battery storage 

increases the system damping ratio. This effect is reflected in 

the response settling time which is increased when the storage 

is used. The frequency response characteristics in terms of the 

settling time 𝑇, maximum negative deviation ∆𝑓𝑚𝑎𝑥, and the 

time of the maximum deviation 𝑡𝑚𝑎𝑥 at each droop setting are 

listed in Table 7.  

It is clear that reducing the droop setting of the BTMES 

control increases the regulation contributed by the battery and 

hence decreases the frequency deviation. The over-frequency 

scenario was also studied in which a negative step change in 

the demand is applied. Similar observations were made in the 

over-frequency regulation such as the decrease in the 

frequency deviation and increase in the system damping when 

battery storage is used.  

 
Fig. 11. The primary frequency response of the system under 

a positive disturbance without and with BTMES. 

Table 7. The frequency response characteristics under 

positive disturbance with and without BTMES. 

𝑹 𝑻 (𝒔) ∆𝒇𝒎𝒂𝒙 (𝑯𝒛) 𝒕𝒎𝒂𝒙(𝒔) 

0.03 28.7355 -0.4241 11.7261 

0.04 27.5688 -0.4742 11.8942 

0.05 26.6153 -0.5103 11.9139 

Without BTMES 20.6916 -0.7286 12.4196 
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(a) 

 
(b) 

Fig. 12. PFC response under random generation-demand 

fluctuation. a) The disturbance signal. b) The frequency 

deviation. 

Then, the PFC response was also studied under continuous 

random generation-demand fluctuations. Synthetic data of 

continuous generation-demand fluctuation with peak power of 

± 0.05 p.u. as shown in Fig. 12a was applied. The simulation 

results of the frequency deviation without and with BTMES 

penetration at different droop settings are shown in Fig. 12b. 

Improvements in the PFC response in both over- and under 

frequency cases were also achieved when the battery storage 

was utilized. Actual data of demand and scheduled generation 

from one of the independent system operators (ISOs) can also 

be used. From such a dataset, a one-hour generation-demand 

mismatch signal can be applied to the simulation model. The 

mismatch signal can be scaled to match the p.u. capacity of 

the total energy storage penetration.   

6. Conclusion 

In a nutshell, reducing the dead-band and droop settings 

can increase the battery utilization. However, the dead-band 

settings cannot be modified on the demand side because it 

depends on the interconnection standards. Accordingly, the 

demand-side response should follow these dead-band settings 

to not interfere with the generation side control. For instance, 

reducing the dead-band of the demand-side below ±0.036 Hz 

in the eastern interconnection is not feasible because 

deviations below that limit are acceptable and require no 

action according to the NERC guidelines for PFC. The droop 

setting is also selected by the interconnection for each type of 

generation units to achieve coordination between the different 

units autonomously. Similarly, the droop setting of each 

battery storage unit decides how much power the unit can 

contribute to the regulation. Therefore, the droop setting of the 

battery at the demand-side can be modified (reduced) to boost 

the battery utilization. Under a certain dead-band, reducing the 

droop setting to half will double the battery gain and 

eventually double the battery utilization in terms of the 

number of cycles. However, careful consideration should be 

given to the selection of the droop by taking into account the 

maximum limits of the battery charge and discharge power/ 

current and the frequency at which these limits are reached.  

The simulation results of the frequency response model of 

a single-machine power system showed the improvement in 

the PFC that can be made by an aggregate of BTMES. With 

BTMES, the transient maximum frequency response can be 

reduced. The lower BTMES droop setting is used, the more 

regulation the battery can add and lower maximum transient 

frequency can be achieved. However, the settling time of the 

frequency response is longer with BTMES than when no 

BTMES is used because the system damping increased. 
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